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Abstract

A computationally challenging classical elimination theory problem is to compute polynomials which
vanish on the set of tensors of a given rank. By moving away from computing polynomials via elimination
theory to computing pseudowitness sets via numerical elimination theory, we develop computational
methods for computing ranks and border ranks of tensors along with decompositions. More generally, we
present our approach using joins of any collection of irreducible and nondegenerate projective varieties
X1, . . . , Xk ⊂ PN defined over C. After computing ranks over C, we also explore computing real ranks.
A variety of examples are included to demonstrate the numerical algebraic geometric approaches.
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Introduction

Computing tensor decompositions is a fundamental problem in numerous application areas including com-
putational complexity, signal processing for telecommunications [31, 41], scientific data analysis [59, 76],
electrical engineering [28], and statistics [66]. Some other applications include the complexity of matrix
multiplication [83], the complexity problem of P versus NP [85], the study of entanglement in quantum
physics [43], matchgates in computer science [85], the study of phylogenetic invariants [6], independent com-
ponent analysis [30], blind identification in signal processing [75], branching structure in diffusion images [73],
and other multilinear data analytic techniques in bioinformatics and spectroscopy [32].

One computational algebraic geometric approach for deciding if a decomposition can exist is to compute
equations that define secant and join varieties (e.g., see [61, Chap. 7] for a general overview). This can be
formulated as a classical elimination theory question which, at least in theory, can be computed using Gröbner
basis methods. Moreover, the defining equations do not yield decompositions, only existential information.
Rather than focusing on computing defining equations, this paper uses numerical algebraic geometry (e.g,
see [12, 81] for a general overview) for performing membership tests and computing decompositions. In
particular, we use numerical elimination theory to perform the computations based on the methods developed
in [53, 54] (see also [12, Chap. 16]). This approach differs from several previous methods of combining
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numerical algebraic geometry and elimination theory, e.g., [10, § 3.3-3.4] and [79, 80], in that these previous
methods relied upon interpolation.

The general setup for this paper is as follows. Let X ⊂ PN be an irreducible and nondegenerate pro-
jective variety defined over C and C(X) ⊂ CN+1 be the affine cone of X. We let a point P be a nonzero
vector in CN+1 while [P ] denotes the line in CN+1 passing through the origin and P , i.e., [P ] ∈ PN is the
projectivization of P ∈ CN+1. The X-rank of [P ] ∈ PN (or of P ∈ CN+1), denoted rkX(P ), is the minimum
r ∈ N such that P can be written as a linear combination of r elements of C(X):

P =

r∑
i=1

xi, xi ∈ C(X). (1)

Let σ0
r(X) ⊂ PN denote the set of elements with rank at most r and, for [xi] ∈ PN , let 〈[x1], . . . , [xr]〉

denoted the linear space spanned by x1, . . . , xr. The rth secant variety of X is

σr(X) = σ0
r(X) =

⋃
[x1],...,[xr]∈X

〈[x1], . . . , [xr]〉.

In particular, if [P ] ∈ σr(X), then [P ] is the limit of a sequence of elements ofX-rank at most r. TheX-border
rank of [P ], denoted brkX(P ), is the minimum r ∈ N such that [P ] ∈ σr(X). Obviously, brkX(P ) ≤ rkX(P ).

Secant varieties are just special cases of join varieties. For irreducible and nondegenerate projective
varieties X1, . . . , Xk, the constructible join and join variety of X1, . . . , Xk, respectively, are

J0(X1, . . . , Xk) =
⋃

[x1]∈X1,...,[xk]∈Xk

〈[x1], . . . , [xk]〉 and J(X1, . . . , Xk) = J0(X1, . . . , Xk). (2)

Clearly, σ0
r(X) = J0(X, . . . ,X︸ ︷︷ ︸

r

) and σr(X) = J(X, . . . ,X︸ ︷︷ ︸
r

).

As mentioned above, one can test, in principle, if an element belongs to a certain join variety (or if
it has certain X-border rank) by computing defining equations for the join variety (or the secant variety,
respectively). Unfortunately, finding defining equations for secant and join varieties is generally a very
difficult elimination problem which is far from being well understood at this time.

The following summarizes the remaining sections of this paper.
The knowledge of whether an element lies in a constructible join (or if it has a certain X-rank) is an open

condition. In fact, σ0
r(X) is almost always an open subset of σr(X), so membership tests for σ0

r(X) based
on evaluating polynomials to determine the X-rank of a given element do not exist in general. Currently,
there are few theoretical algorithms for specific cases such as the classical approach by Sylvester [84]. In
Section 1, we present a numerical algebraic geometric approach to join varieties.

Once an element is known to be in J(X1, . . . , Xk) or σr(X), numerical elimination theory can also be
used to decide if the element is in the corresponding constructible set J0(X1, . . . , Xk) or σ0

r(X). Rather
than test a particular element, Section 2 considers the approach first presented in [53] for computing the
codimension one components of the boundaries of J0(X1, . . . , Xk) or σ0

r(X), namely the codimension one
components of J(X1, . . . , Xk) \ J0(X1, . . . , Xk) and σr(X) \ σ0

r(X). For example, this allows one to compute
the codimension one component of the closure of the set of points of X-border rank at most r whose rank
is strictly larger than r.

Another problem considered in this paper from the numerical point of view regards computing real
decompositions of a real element. For example, after computing the X-rank r of a real element P , we would
like to know if it has a decomposition using r real elements, that is, determine if the real X-rank of P is
the same as its complex X-rank. Computing the real X-rank has recently been studied by various authors,
e.g., [8, 9, 20, 22, 27, 33], especially in regards to the typical ranks of symmetric tensors, i.e., r such that the
symmetric tensors whose real rank is r is an open real set. In Section 3, we describe a method using [48] to
determine the existence of real decompositions.

We emphasize that a numerical algebraic geometric approach works well for decomposing generic ele-
ments. For example, a numerical algebraic geometric based approach was presented in [52] for computing
the total number of decompositions of a general element in the so-called perfect cases, i.e., when the general
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element has finitely many decompositions. In every case, we show that one can track a single solution path
defined by a Newton homotopy to compute a decomposition of a general element in Section 4.

Local numerical techniques exist for computing (numerically approximating) decompositions of elements,
e.g., see [60, 77]. Section 4 also develops an approach for combining such local numerical techniques with
Newton homotopies for deriving upper bounds on border rank over both the real and complex numbers.

The last section, Section 5, considers a variety of examples.

1 Membership tests

Let X1, . . . , Xk ⊂ PN be irreducible and nondegenerate projective varieties. Consider the constructible join
J0(X1, . . . , Xk) and join variety J(X1, . . . , Xk) defined in (2). One key aspect of this numerical algebraic
geometric approach is to consider the following irreducible variety, called the abstract join variety,

J =

{
([P ], x1, . . . , xk)

∣∣∣∣∣ xi ∈ C(Xi), P =

k∑
i=1

xi

}
⊂ PN × C(X1)× · · · × C(Xk), (3)

where C(Xi) is the affine cone of Xi. For the projection π([P ], x1, . . . , xk) = [P ], it is clear that

π(J ) = J0(X1, . . . , Xk) and π(J ) = J(X1, . . . , Xk). (4)

The key to using the numerical elimination theory approaches of [53, 54] is to perform all computations on
the abstract join variety J . Moreover, one only needs a numerical algebraic geometric description, i.e., a
witness set or a pseudowitness set, which we define in Section 1.1, of each irreducible variety Xi to perform
such computations on J .

Since J naturally depends on affine cones, we will simplify the numerical algebraic geometric presentation
by just considering affine varieties. As [54, Remark 8] states, we can naturally extend from affine varieties to
projective spaces by considering coordinates as sections of the hyperplane section bundle and accounting for
the fact that coordinatewise projections have a center, i.e., a set of indeterminacy, that is contained in each
fiber. Another option is to restrict to a general affine coordinate patch and introduce scalars as illustrated
in Section 1.3. Due to this implementation choice, there is the potential for ambiguity in Section 1.2, e.g.,
the dimension of the affine cone over a projective variety is one more than the dimension of the projective
variety. In that section, the meaning of dimension is dependent on the implementation choice.

After defining witness sets, we explore a membership test for the join variety J(X1, . . . , Xk) in Sec-
tion 1.2. This test uses homotopy continuation without the need for computing defining equations, e.g., via
interpolation or classical elimination, for J(X1, . . . , Xk).

1.1 Witness and pseudowitness sets

The fundamental data structure in numerical algebraic geometry is a witness set, with numerical elimination
theory relying on pseudowitness sets first described in [54]. For simplicity, we provide a brief overview of
both in the affine case with more details available in [12, Chap. 8 & 16].

Let X ⊂ CN be an irreducible variety. A witness set for X is a triple {f,L,W} where f ⊂ C[x1, . . . , xN ]
is a set of polynomials such that X is an irreducible component of the set of points where all the polynomials
of f vanish V(f) = {x ∈ CN | f(x) = 0}, L is a linear space in CN with dimL = codimX which intersects X
transversely, andW := X∩L. In particular, W is a collection of degX points in CN , called a witness point set.

If the multiplicity of X with respect to f is greater than 1, we can use, for example, isosingular
deflation [57] or a symbolic null space approach of [51], to replace f with another polynomial system
f ′ ⊂ C[x1, . . . , xN ] such that X has multiplicity 1 with respect to f ′. Therefore, without loss of generality, we
will assume that X has multiplicity 1 with respect to its witness system f . That is, dimX = dim null Jf(x∗)
for general x∗ ∈ X where Jf is the Jacobian matrix of f .

Example 1 For illustration, consider the irreducible variety X := V(f) ⊂ C3 where f = {x21−x2, x31 +x3}.
The triple {f,L,W} forms a witness set for X where L := V(2x1 − 3x2 − 5x3 + 1) and W := X ∩ L which,
to 3 decimal places, is the following set of three points:{

(−0.299, 0.089, 0.027), (0.450± 0.683 ·
√
−1,−0.265± 0.614 ·

√
−1, 0.539∓ 0.095 ·

√
−1)

}
3



We note that L was defined using small integer coefficients for presentation purposes while, in practice, such
coefficients are selected in the complex numbers using a random number generator.

A witness set for X can be used to decide membership in X [79]. Suppose that p ∈ CN and Lp ⊂ CN
is a linear space passing through p which is transverse to X at p with dimLp = dimL = codimX. With
this setup, p ∈ X if and only if p ∈ X ∩ Lp which can be decided by deforming from X ∩ L. That is, one
computes the convergent endpoints, at t = 0, of the degX paths starting, at t = 1, from the points in W
defined by the homotopy X ∩ (t · L+ (1− t) · Lp). In particular, p ∈ X if and only if p arises as an endpoint.

Suppose now that π : CN → CM is the projection defined by π(x1, . . . , xN ) = (x1, . . . , xM ) and
Y := π(X) ⊂ CM . Consider the matrix B = [IM 0] ∈ CM×N so that π(x) = Bx. A pseudowitness set
for Y [54] is a quadruple {f, π,M, U} which is built from a witness set for X, namely {f,L,W}, as follows.
First, one computes the dimension of Y , for example, using [54, Lemma 3], namely

dimY = dimX − dim null

[
Jf(x∗)
B

]
(5)

for general x∗ ∈ X.
Suppose that M1 ⊂ CM is a general linear space with dimM1 = codimY and M2 ⊂ CN is a general

linear space with dimM2 = codimX − codimY =: dimgf (X,π), i.e., the dimension of a general fiber of X
with respect to π. LetM := (M1 × CN−M ) ∩M2. We assume thatM1 andM2 are chosen to be sufficiently
general so that dimM = dimL = codimX and U := X ∩M consists of deg Y · deggf (X,π) points where
deggf (X,π) is the degree of a general fiber of X with respect to π. Thus, for the pseudowitness point set U ,
deg Y = |π(U)| and deggf (X,π) = |U |/|π(U)|.

Remark 2 Relation (5) provides an approach for determining if the join variety is defective, i.e., smaller
than the expected dimension. In fact, since the abstract join J of (3) always has the expected dimension,

namely
∑k
i=1 dimXi, we may take Y to be the join so that X = J with Y = π(J ).

Example 3 Continuing with the setup from Ex. 1, consider the map π(x1, x2, x3) = (x1, x2). Clearly,
Y := π(X) is the parabola defined by x2 = x21, but we will proceed from the witness set for X to construct
a pseudowitness set for Y . To that end, we have

B =

[
1 0 0
0 1 0

]
and dim null


2x∗1 −1 0
0 3(x∗1)2 x∗3
1 0 0
0 1 0

 = 0 for general (x∗1, x
∗
2, x
∗
3) ∈ X.

Thus, dimY = dimX = 1 and we can take M := V(2x1 − 3x2 + 1)× C ⊂ C3.
We can compute the pseudowitness point set U := X ∩M starting from the three points in W = X ∩ L

using the homotopy defined by X ∩ (t · L + (1 − t) · M). For this homotopy, two paths converge and one
diverges where the two convergent endpoints forming U are

(1, 1,−1), (−1/3, 1/9, 1/27).

In particular, deg Y = |π(U)| = 2 and deggf (X,π) = |U |/|π(U)| = 1, meaning that π is generically a
one-to-one map from X to Y .

Example 4 As an example of computing a pseudowitness set for a join of varieties which are not rational, we
consider curves Ci ∈ P4 for i = 1, 2 which are defined by the intersection of 3 random quadric hypersurfaces.
Hence, Ci = V(fi1, fi2, fi3) where fij has degree 2 so that each Ci is a complete intersection with degCi =
23 = 8. Consider the abstract joins

J12 = {([P ], x1, x2) | P = x1 + x2, fij(xi) = 0 for i = 1, 2 and j = 1, 2, 3},
J11 = {([P ], x1, x2) | P = x1 + x2, f1j(xi) = 0 for i = 1, 2 and j = 1, 2, 3}.

That is, for π([P ], x1, x2) = [P ], we have π(J12) = J(C1, C2) and π(J11) = J(C1, C1) = σ2(C1).
Witness sets for J12 and J11 show that both abstract join varieties have degree 64. Then, by converting

from a witness set to a pseudowitness set as described above, we find that J(C1, C2) is a hypersurface of
degree 64 while σ2(C1) is a hypersurface of degree 16 with deggf (J11, π) = 2.
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Example 5 A key component of the proof of [64, Thm. 1] is computing the dimension of

Y =
{
x11hix

12
jkx

13
`m + x21hix

22
jkx

23
`m

∣∣∣ xγδαβ ∈ C, h, i, j, k, `,m ∈ {0, 1}, i+ k +m ≡ 0 mod 2
}
⊂ C32.

We can compute dimY using (5) as follows. Let X = V(f) ⊂ C32 × C24 where

f(z, x) =

[
x11hix

12
jkx

13
`m + x21hix

22
jkx

23
`m − zhijk`m

h, i, j, k, `,m ∈ {0, 1}, i+ k +m ≡ 0 mod 2

]
and π(z, x) = z so that Y = π(X) and B = [I32 0]. Thus, for general x∗ ∈ C24 with z∗ ∈ C32 such that
f(z∗, x∗) = 0, we have

dimY = dimX − dim null

[
Jf(z∗, x∗)

B

]
= 24− dim null Jxf(x∗) = 24− 4 = 20

where Jxf(x) is the Jacobian matrix of f with respect to x which only depends on x. In fact, this is the
largest dimension possible since Y arises as a projection of σ2(C4×C4×C4) with dimσ2(C4×C4×C4) = 20.

In practice, we may compute a pseudowitness point set U by starting with one sufficiently general point
in the image and performing monodromy loops. Such an approach has been used in various applications,
e.g., [40, 65], and will be used in many of the examples in Section 5. Since Y = π(X), we can compute a
general point y ∈ Y given a general point x ∈ X. Then, pick a general linear space L passing through y so
that y ∈ U = Y ∩ L. A random monodromy loop consists of two steps, each of which is performed using a
homotopy. First, we move L to some other general linear space L′. Next, we move back to L via a randomly
chosen path. During this loop, the path starting at y ∈ U may arrive at some other point in U . We repeat
this process until no new points are found for several loops. The completeness of the set is verified via a
trace test. More information about this procedure can be found in, e.g., [40, 65] and [37, § 2.4.2].

The following discusses extending the membership test from witness sets to pseudowitness sets.

1.2 Membership test for images

As mentioned above, we can extend the notion of pseudowitness sets from the affine to the projective case.
For the join variety J := J(X1, . . . , Xk) = π(J ) where J is the abstract join variety, we will simply assume
that we have a pseudowitness set {f, π,M, U} for J . This pseudowitness set for J provides the required
information needed to decide membership in the join variety [53]. As with the membership test using a
witness set, testing membership in J requires the tracking of at most deg J many paths, i.e., one only needs
U ′ ⊂ U with π(U ′) = π(U) as discussed in [53, Remark 2].

Let d := dimJ and suppose thatM1 is the corresponding sufficiently general codimension d linear space
from the pseudowitness set with π(U) = π(U ′) = J ∩M1.

Given a point [P ] ∈ J , suppose that LP is a sufficiently general linear space of codimension d passing
through [P ]. As with the membership test using a witness set, we want to compute J ∩ Lp from J ∩M1.
That is, we consider the deg J paths starting, at t = 1, from the points in π(U ′) = π(U) defined by
J ∩ (t ·M1 + (1− t) · LP ). Since polynomials vanishing on J are not accessible, we use the pseudowitness set
for J to lift these paths to the abstract join variety J which, by assumption, is an irreducible component
of V(f). Thus, f permits path tracking on the abstract join variety J and hence permits the tracking along
the join variety J . Given w ∈ U ′, let Zw(t) denote the path defined on J where Zw(1) = w. In particular,
we only need to consider U ′ ⊂ U since, for any w′ ∈ U with π(w) = π(w′), π(Zw(t)) = π(Zw′(t)). With this
setup we have the following membership test, which is an expanded version of [53, Lemma 1].

Proposition 6 For the setup described above with J0 := J0(X1, . . . , Xk), the following hold.

1. [P ] ∈ J if and only if there exists w ∈ U ′ such that limt→0 π(Zw(t)) = [P ]. Moreover, the multiplicity
of [P ] with respect to J is equal to |{w ∈ U ′ | limt→0 π(Zw(t)) = [P ]}|.

2. [P ] ∈ J0 if there exists w ∈ U such that limt→0 π(Zw(t)) = [P ] and limt→0 Zw(t) ∈ J .
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3. If, for every w ∈ U ′, limt→0 Zw(t) ∈ J , then [P ] ∈ J0 if and only if there exists w ∈ U ′ such that
limt→0 π(Zw(t)) = [P ].

4. Let EP = {w ∈ U | [P ] = limt→0 π(Zw(t))}. If EP 6= ∅ and limt→0 Zw(t) does not exist in J for every
w ∈ EP , then either [P ] ∈ J \ J 0 or dim

(
π−1([P ]) ∩ J

)
> dimgf (J , π).

5. If dim J = 1, then [P ] ∈ J0 if and only if there exists w ∈ U such that limt→0 Zw(t) ∈ J with
limt→0 π(Zw(t)) = [P ].

Proof. With the setup above, we know that J ∩ LP consists of finitely many points. Thus, it follows
from [67] that [Q] ∈ J ∩ LP if and only if there exists w ∈ U ′ such that [Q] = limt→0 π(Zw(t)). Item 1
follows since [P ] ∈ J if and only if [P ] ∈ J ∩ LP with the number of such distinct paths ending at [P ] being
the multiplicity of [P ] with respect to J .

Item 2 follows from π(J ) = J0. In fact, L = limt→0 Zw(t) ∈ J with [P ] = π(L).
The assumption in Item 3 yields J ∩ LP = J0 ∩ LP . Thus, this item follows immediately from Item 1

since [P ] ∈ J0 if and only [P ] ∈ J0 ∩ LP = J ∩ LP .
For Item 4, if dim

(
π−1([P ]) ∩ J

)
= dimgf (J , π), then it follows from [67] that there must exist w ∈ U

such that limt→0 Zw(t) ∈ J with [P ] = limt→0 π(Zw(t)). The statement follows since dim
(
π−1([P ]) ∩ J

)
<

dimgf (J , π) implies π−1([P ]) ∩ J = ∅, i.e., [P ] /∈ J 0.
For Item 5, since J is irreducible with dimJ = 1, we know dimgf (J , π) = dimJ − 1. Hence, every fiber

must be either empty or have dimension equal to dimgf (J , π). 2

Remark 7 In [49], the secant variety X := σ6(P3 × P3 × P3) was considered. The main theoretical result
of [49] was constructing an exact polynomial vanishing on X which was nonzero at M2, the 2 × 2 matrix
multiplication tensor, thereby showing that the border rank of M2 was at least 7. However, before searching
for such a polynomial, a version of the membership test described in Prop. 6 was used in [49, § 3.1] to show
that M2 /∈ X by tracking degX = 15,456 paths.

We first illustrate Item 1 of Prop. 6 on two simple examples and then, in Section 1.3, work through a
more detailed example.

Example 8 To highlight the computation of the multiplicity, we consider two illustrative examples in C3:

J1 = {(x, y, s) | x(1 + s2) = 2s, y(1 + s2) = 1− s2} and J2 = {(x, y, s) | xs2 = ys3 = 1}.

For π(x, y, s) = (x, y), clearly J1 := π(J1) = V(x2 + y2 − 1) and J2 := π(J2) = V(x3 − y2). Even though
P1 := (0,−1) /∈ π(J1) and P2 := (0, 0) /∈ π(J2), we can use Item 1 of Prop. 6 to show that Pi ∈ Ji of
multiplicity i for i = 1, 2.

In particular, since deg J1 = 2, the membership test for P1 with respect to J1 requires tracking two
paths on J1. The projection of the two paths limit to distinct points on J1, one of which is P1. Hence, the
multiplicity of P1 with respect to J1 is 1, i.e., P1 is a smooth point on J1. Since P1 /∈ π(J1), the path in J1
whose projection limits to P1 does not have an endpoint in J1. This is illustrated in Figure 1.

Similarly, since deg J2 = 3, the membership test for P2 with respect to J2 requires tracking three paths
on J2. The projection of the three paths limit to two distinct points on J1 with the projection of two paths
ending at P2. Hence, the multiplicity of P2 with respect to J2 is 2. Since P2 /∈ π(J2), the two paths in J2
whose projection limits to P2 do not have an endpoint in J2.

1.3 Illustrative example using membership test

To demonstrate various formulations that we can utilize with Prop. 6, we consider computing the border rank
of the cubic polynomial x2y in Sym3 C2, thereby verifying the results of [63, Table 1], namely brk(x2y) = 2
(see also [84, 29, 15] for more general results). The computation also yields that either rk(x2y) > 2 or
rk(x2y) = 2 with infinitely many decompositions. We will reconsider this example in Sections 1.4, 1.5, and 2.

This subsection ends with a general discussion of Waring problems.
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Figure 1: A plot of the two paths inside the curve J1, one of which diverges, and their projection into J1
used to show that P1 = (0,−1), the six-pointed star, is a smooth point of J1.

Border rank 1 test using affine cones

We start our computation with the affine cone of the abstract join variety built from a parameterization:

J = {(P, a) | P = v3(a)} ⊂ C4 × C2 where v3(a) = (a31, 3a
2
1a2, 3a1a

2
2, a

3
2)

and P = (P1, . . . , P4). With π(P, a) = P , the affine cone of elements of Sym3 C2 of border rank 1 is

J = π(J ) = {v3(a) | a ∈ C2} ⊂ C4.

To compute dim J , where J is considered an affine variety in C4, we use (5) with dimJ = 2, B = [I4 0], and

f(P, a) = P − v3(a). It is easy to verify that dim null

[
Jf(v3(a∗), a∗)

B

]
= 0 for general a∗ ∈ C2 thereby

showing dim J = dimJ = 2.
We construct a pseudowitness set for J , say {f, π,M, U} where M is defined by

[
P1 − 3P3 − 5P4 − 2
P2 + 2P3 + 4P4 − 3

]
= 0 and U =

 (−0.754, 3.29,−4.78, 2.32,−0.91ωk, 1.32ωk),
(−6.01, 7.99,−3.54, 0.523,−1.82ωk, 0.806ωk),
(3.39, 2.06, 0.416, 0.028, 1.50ωk, 0.304ωk)


for k = 0, 1, 2 where ω is the third root of unity. Hence, deg J = 3 meaning that we can test membership by
tracking at most 3 paths, say starting at U ′ ⊂ U obtained with k = 0.

Since x2y corresponds to the point P = (0, 1, 0, 0), we consider the linear space LP containing P defined
by the linear equations [

P1 + (2 +
√
−1)P3 − 3P4

(P2 − 1) + 3P3 − (4 + 2
√
−1)P4

]
= 0.

The projection under π of the endpoints of the three paths derived from deforming M to Lp are

(0.181 + 0.284
√
−1, 0.120 + 0.313

√
−1, 0.054 + 0.330

√
−1,−0.014 + 0.332

√
−1),

(−0.732 + 0.256
√
−1, 0.269 + 0.309

√
−1, 0.099− 0.193

√
−1,−0.114− 0.010

√
−1),

(−0.400− 0.149
√
−1, 0.138− 0.233

√
−1, 0.129 + 0.112

√
−1,−0.084 + 0.068

√
−1).

Since P is not one of these three points, we know 1 < brk(x2y) ≤ rk(x2y).
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Border rank 2 test using affine cones

Every polynomial in Sym3 C2 has border rank at most 2. We can verify this simply using (5) with

J = {(P, a, b) | P = v3(a) + v3(b)} ⊂ C4 × C2 × C2. (6)

That is, for π(P, a, b) = P , we have that J = π(J ) = C4. Since brk(x2y) > 1, this immediately shows that
brk(x2y) = 2 which we can verify by tracking one path defined by

P (t) = (1− t)(0, 1, 0, 0) + t(−9
√
−1, 3− 5

√
−1,−1− 11

√
−1,−13) = v3(a) + v3(b). (7)

At t = 1, we can start with a = (1 +
√
−1, 1 − 2

√
−1) and b = (2 −

√
−1, 1 −

√
−1). One clearly has

limt→0 P (t) = (0, 1, 0, 0), but the corresponding (a, b) diverge to infinity as t → 0. Since starting from any
of the possible decompositions of P (1), namely

P (1) = v3(ωja) + v3(ωkb) = v3(ωjb) + v3(ωka)

where j, k = 0, 1, 2 and ω is the third root of unity, yields a divergent path, Item 4 of Prop. 6 states that
either rk(x2y) > 2 or rk(x2y) = 2 with infinitely many decompositions.

We will focus on distinguishing between these two cases in Sections 1.4 and 1.5.

Remark 9 Once (5) has been used to verify that a certain secant or join variety fill the ambient space, this
technique of tracking only one path can be used in general as discussed in Section 4. Remarkably, it turns
out that, except very few examples, defective secant varieties are almost always those that one was expecting
to fill the ambient space.

Border rank 2 test using affine coordinate patches

We compare the behavior of using affine cones above with the use of an affine coordinate patch with scalars.
The advantage here is that, assuming sufficiently general coordinate patches, all paths will converge with
this setup. The paths for which limt→0 Zw(t) does not exist in J have the corresponding scalar, namely λ0,
equal to zero. In particular, consider

Z =

{
(P, λ, a, b)

∣∣∣∣ Pλ0 = v3(a)λ1 + v3(b)λ2
r1(P ) = r2(λ) = r3(a) = r4(b) = 0

}
⊂ C4 × C3 × C2 × C2

where each ri is a general affine linear polynomial. The irreducible component of interest inside of Z
is Z \ V(λ0). Since this irreducible set plays a similar role of the abstract join variety, we will call it J .
With projection π(P, λ, a, b) = P , we have that π(J ) = V(r1(P )) which again verifies that every element
in Sym3 C2 has border rank at most 2.

For concreteness and simplicity, we take

r1(P ) = P2 − 1, r2(λ) = 2λ0 − λ1 + 3λ2 − 1, r3(a) = 3a1 − 2a2 − 1, and r4(b) = 2b1 + 3b2 − 1.

Consider the path in π(J ) = V(r1(P )) defined by P (t) = (1−t)(0, 1, 0, 0)+t(1+
√
−1, 1, 2−

√
−1, 1−2

√
−1).

This path lifts to a path in J , say, starting at t = 1 with

λ = (0.00209 + 0.00249
√
−1,−0.0259 + 0.109

√
−1, 0.323 + 0.0347

√
−1),

a = (0.338− 0.017
√
−1, 0.00637− 0.0255

√
−1), and

b = (0.0803 + 0.0481
√
−1, 0.280− 0.0321

√
−1).

As mentioned above, the advantage is that this path is convergent, but the endpoint has λ0 = 0 thereby
showing that it would have diverged if we used an affine cone formulation.
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Waring problem

This example of computing the rank and border rank of x2y in Sym3 C2 is an example of the so-called Waring
problem, namely writing a homogeneous polynomial as a sum of powers of linear forms. We leave it as an
open challenge problem to derive a general formula for the degrees of the corresponding secant varieties for
these problems since this is equal to the maximum number of paths that need to be tracked in order to
decide membership. We highlight some of the known partial results.

The Veronese variety that parameterizes dth powers of linear forms in n+ 1 variables is classically known
to have degree dn.

In the binary case, the degree of σ2(X) where X is the rational normal curve of degree d parametrizing
forms of type (ax+ by)d is

(
d−1
2

)
[3, 70]. More generally, [35] shows that the variety parameterizing forms of

type (a0x0 + · · ·+ anxn)d + (b0x0 + · · ·+ bnxn)d has degree

1

2

d2n − n∑
j=0

(−1)n−jdj
(

2n+ 1

j

)(
2n− j
j

) .

The same paper also computes the degree of σ2(X) where X is any Segre-Veronese variety which parameter-

izes multihomogeneous polynomials of type Ld11 · · ·L
dk
k where Li is a linear form in the variables x0,i, . . . , xni,i

for i = 1, . . . , k. In this case, deg σ2(X) is

1

2

((n1, . . . , nk)!d
n1
1 · · · d

nk
k

)2 − n∑
l=0

(2n+ 1

l

)
(−1)n−l

∑
∑

ji=n−l

(n1 − j1, . . . , nk − jk)!
k∏

i=1

(ni + ji

jj

)
d
ni−ji
i

 .

The degree of some k-secants of ternary forms is known, e.g., [44, Thm. 1.4] and [58, Rem. 7.20].

1.4 Reduction to the dimension 1 case

Proposition 6 can determine membership in join varieties as well as provide some insight regarding mem-
bership in the constructible join. In particular, Item 5 of Prop. 6 shows that deciding membership in a join
variety and the corresponding constructible join is equivalent when the join variety has dimension 1. The
following describes one approach for deciding membership in the constructible join by reducing down to the
dimension 1 case. Section 1.5 considers computing all decompositions of the form (1) and hence can also be
used to decide membership in the constructible join by simply deciding if such a decomposition exists.

Suppose that J is the abstract join with corresponding join variety J = π(J ). Since we want to reduce
down to the dimension 1 case, we will assume that d := dim J > 1. Let C = J ∩ L where L is a general
linear space with codimL = d − 1. Since J is irreducible and L is general, C is also irreducible. Hence,
JC = π−1(C)∩J is irreducible with C = π(JC). Therefore, one can use Item 5 of Prop. 6 to test membership
in both C and C0 = π(JC). However, since L is general, testing membership in C0 and C is typically not
the problem of interest.

Given [P ], we want to decide if [P ] is a member of J0 or J . Thus, we could modify the description above
to replace L with LP , a general linear slice of codimension d− 1 passing through [P ]. If CP = J ∩LP , then
JCP

= π−1(CP ) ∩ J need not be irreducible. However, since LP is general through [P ], the closure of the
images under π of each irreducible component of JCP

must either be the singleton {[P ]} or CP . Thus, one
can apply Item 5 of Prop. 6 to each irreducible component of JCP

whose image under π is CP .
The following illustrates this reduction to the dimension 1 case.

Example 10 Consider J as in (6) with J = π(J ) = C4 and d = 4. In this case, we have C = L where
L ⊂ C4 is a general line. It is easy to verify that JC = π−1(C) ∩ J is an irreducible curve of degree 30.

We now consider the point P corresponding to x2y, namely (0, 1, 0, 0). Hence, CP = LP where LP is a
general line through this point. In this case, JCP

= π−1(CP ) ∩ J is also an irreducible curve of degree 30.
Hence, we can apply Item 5 of Prop. 6 to decide membership of x2y in J0 = π(J ) by deciding membership
in C0

P = π(JCP
). Since C0

P is a line, this is equivalent to tracking paths defined between a general point
and P , as in (7). Since all paths diverge, Item 5 of Prop. 6 yields rk(x2y) > 2.

For comparison, suppose that we want to consider CQ = LQ, which is a general line throughQ = (1, 3, 3, 1)
corresponding to x3 + 3x2y + 3xy2 + y3 which has rank one. The set JCQ

= π−1(CQ) ∩ J is the union of
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two irreducible components of dimension 1, say V1 and V2 with π(V1) = {Q} and π(V2) = CQ, both of which
yield decompositions of Q.

1.5 Computing all decompositions

A fundamental question related to rank is to describe the set of all of decompositions of a point [P ]. In
numerical algebraic geometry, this means computing a numerical irreducible decomposition, i.e., a witness
set for each irreducible component, of the fiber over [P ], namely

FP := π−1([P ]) ∩ J (X1, . . . , Xk).

Computing FP yields a membership test for J0(X1, . . . , Xk) since [P ] ∈ J0(X1, . . . , Xk) if and only if FP 6= ∅.
One approach is to directly compute a numerical irreducible decomposition using (1). Another approach
is to perform a cascade [55, 78] starting with a witness set for J . Since π−1([P ]) is defined by linear
equations, computing FP can be simply obtained by degenerating each general slicing hyperplane to a
general hyperplane containing π−1([P ]). After each degeneration, the resulting points are either contained
in π−1([P ]), forming witness point supersets, or not. The ones not contained in π−1([P ]) are used as the start
points for the next degeneration. This process is described in detail in [56, § 2.2]. From the witness point
supersets, standard methods in numerical algebraic geometry (e.g., see [12, Chap. 10]) are used to produce
the numerical irreducible decomposition of FP .

After determining that [P ] ∈ J0(X1, . . . , Xk) by showing FP 6= ∅, a numerical irreducible decomposition
of FP can then be used to perform additional computations. One such computation is deciding if FP contains
real points, i.e., determining if there is a real decomposition, which is described in Section 3. Another appli-
cation is to determine if there exist “simpler” decompositions of [P ], e.g., deciding if [P ] ∈ J0(X1, . . . , Xk−1).
In the secant variety case, this is equivalent to deciding if the rank of [P ] is strictly less than k. The following
illustrates this idea continuing with x2y considered in Section 1.3.

Example 11 With the setup from Section 1.3, consider computing all of the rank 3 decompositions of x2y
using affine cones. That is, we consider

J = {(P, a, b, c) | P = v3(a) + v3(b) + v3(c)} ⊂ C4 × C2 × C2 × C2 = C10 (8)

which is irreducible of dimension 6 and degree 57. Thus, in a witness set for J , we have a general linear
space L of codimension 6 defined by linear polynomials `i(P, a, b, c) = 0, i = 1, . . . , 6 and a witness point set
W = J ∩ L consisting of 57 points.

For i = 1, . . . , 4, let mi(P ) be a general linear polynomial which vanishes at (0, 1, 0, 0). The cascade
simply replaces the condition `i = 0 with mi = 0 sequentially for i = 1, . . . , 4. For i = 1, 2, 3, we have
that J ∩ V(m1, . . . ,mi, `i+1, . . . , `6) consists of 57 points, none of which are not contained in FP . However,
J ∩ V(m1, . . . ,m4, `5, `6) consists of 45 points, all of which are contained in FP . Hence, FP 6= ∅ thereby
showing that rk(x2y) ≤ 3. In fact, these 45 points form a witness point set for FP , which is an irreducible
surface of degree 45.

Even though Ex. 10 showed that rk(x2y) > 2, we can verify this by showing that FP ∩ V(c) = ∅
using the witness point set for FP computed above. To that end, let ri(c) for i = 1, 2 be a general linear
polynomial vanishing at c = 0. By deforming from the general linear `5(P, a, b, c) to r1(c), we obtain that
J ∩V(m1, . . . ,m4, r1, `6) consists of 36 points, none of which satisfy c = 0. We then deform `6 to r2 thereby
computing J ∩ V(m1, . . . ,m4, r1, r2), which is empty. Hence, FP ∩ V(c) = ∅ so that rk(x2y) > 2 and
thus rk(x2y) = 3.

2 Boundary

By using the various approaches described in Section 1, one is able to use numerical algebraic geometry to
determine membership in both the constructible join J0(X1, . . . , Xk) and the join variety J(X1, . . . , Xk). An
interesting object is the boundary ∂ := J(X1, . . . , Xk) \ J0(X1, . . . , Xk) which is the closure of the elements
which arose by closing the constructible set J0(X1, . . . , Xk). As a subset of J(X1, . . . , Xk), the boundary ∂
may consist of irreducible components of various codimension. In the following, we describe an approach
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for computing the irreducible components of ∂ which have codimension one with respect to J(X1, . . . , Xk),
denoted ∂1, derived from [53, § 3].

Following with the numerical algebraic geometric framework, we aim to compute a pseudowitness set
for ∂1. To do this, we first consider the case where C ⊂ PN × CM is irreducible of dimension 1 and the
projection π([P ], X) = [P ] is generically finite-to-one on C, i.e., dim C = 1 and dimgf (C, π) = 0. The
boundary of C = π(C) consists of at most finitely many points ∂C = C \ C.

Example 12 Consider the irreducible set C = {([a, b], x) | a · x = b} ⊂ P1 × C and π([a, b], x) = [a, b].
Generically, π is a one-to-one map from C to P1. Since we have x = b/a ∈ C when a 6= 0, one can easily
verify that the boundary of C = π(C) is ∂C = {[0, 1]} ⊂ P1.

The first task in computing ∂C is to compute a superset of ∂C consisting of finitely many points. To that
end, consider the closure of C ⊂ PN × CM in PN × PM , say C. Then, a finite superset of ∂C is the set of
points in C whose fiber intersects “infinity.” That is, if we have coordinates x ∈ CM and [y] ∈ PM with the
embedding given by

(x1, . . . , xM ) ∈ CM 7→ [1, x1, . . . , xM ] ∈ PM ,

then a finite superset of ∂C is π(C ∩ V(y0)).

Example 13 Continuing with the setup from Ex. 12, one can verify that

C = {([a, b], [y0, y1]) | a · y1 = b · y0} ⊂ P1 × P1 and π(C ∩ V(y0)) = {[0, 1]}.

In Ex. 13, it was the case that ∂C = π(C ∩V(y0)). However, since ∂C ⊂ π(C ∩V(y0)) in general, we must
investigate each point in π(C ∩ V(y0)) via Sections 1.4 and 1.5 to determine if it is contained in ∂C .

With the special case in hand, we now turn to the general case of J as in (3). Let J and J0 be the
corresponding join variety and constructible join, i.e., J = π(J ) and J0 = π(J ), and d = dim J . Since the
case d = 0 is trivial, we will assume d ≥ 1. Since we aim to compute witness points sets for the codimension 1
components, ∂1, of the boundary ∂ = J \ J0, i.e., ∂1 has pure-dimension d− 1, we can restrict our attention
to a general curve section of J , say C. This restriction cuts ∂1 down to finitely many points, i.e., a witness
point set for ∂1, which we aim to compute.

Since C is a general curve section, M = π−1(C) ∩ J is irreducible. Finally, we take a general curve
section of M, say C. Thus, C is an irreducible curve with π(C) = C and dimgf (C, π) = 0. Applying the
procedure described above yields a finite set of points containing ∂C . Since the restriction from M to a
general curve section C may have introduced new points in the boundary, we simply need to investigate each
point with respect to M rather than C via Sections 1.4 and 1.5. In the end, we obtain the finitely many
points forming a witness point set for ∂1.

Example 14 As with Section 1.3, we use a parameterization to compute the codimension one component ∂1
of the boundary in Sym3 C2 of border rank 2. Since every polynomial in Sym3 C2 has border rank 2, ∂1 is a
hypersurface: the tangential variety of the rational normal cubic curve.

Since J = Sym3 C2, a general curve section C of J is simply a general line. Following an affine cone
formulation as in (6), we take, for exposition, C defined by the equations

P1 + 3P4 − 2 = P2 − 4P4 + 3 = P3 − 2P4 − 4 = 0.

Since dimgf (J , π) = 0, we have C =M = π−1(C) ∩ J is the curve

C = {(P, a, b) | P = v3(a) + v3(b) ∈ C} ⊂ C4 × C2 × C2.

Next, we compute the closure, C, of C in C4 × P4 where C2 × C2 ↪→ P4 given by

(a, b) ∈ C2 × C2 7→ [1, a1, a2, b1, b2] ∈ P4.

With coordinates [y0, . . . , y4] ∈ P4, we find that π(C ∩ V(y0)) consists of the following four points:

(2.308,−3.410, 3.794,−0.103), (−35.743, 47.325, 29.163, 12.581),
(4.328,−6.103, 2.448,−0.776), (0.018,−0.357, 5.321, 0.661).
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Finally, we verified that each of these points corresponds to an element that has rank larger than 2 via
Sections 1.4 and 1.5. Hence, ∂1 is a degree 4 hypersurface.

Although we can use numerical algebraic geometry to test membership in this hypersurface via Section 1,
we can also easily recover the defining equation exactly in this case using [10]:

P 2
1P

2
4 − 6P1P2P3P4 + 4P1P

3
3 + 4P 3

2P4 − 3P 2
2P

2
3 = 0. (9)

This hypersurface is the discriminant of the binary cubic P1x
3 + 3P2x

2y + 3P3xy
2 + P4y

3 and (0, 1, 0, 0),
corresponding to x2y, lies on this hypersurface.

3 Real decompositions

For a real [P ], i.e., the line [P ] is defined by linear polynomials with real coefficients, a natural question
is to determine if real decompositions exist after computing the fiber FP as in Section 1.5 showing that
decompositions over the complex numbers exist. With a witness set for each irreducible component of FP ,
where all general choices involve selecting real numbers, the homotopy-based approach of [48] (see also [86])
can be used to determine if the irreducible component contains real points. The techniques described
in [48, 86] rely upon computing critical points of the distance function as proposed by Seidenberg [74]
(see also [7, 42, 71]). For secant varieties, this yields a method to determine the real rank of a real element,
i.e., the minimum r such that each term in the linear combination (1) is real.

Let F be a system of n polynomials in N variables with real coefficients and V ⊂ V(F ) ⊂ CN be an
irreducible component. Fix a real point x∗ ∈ RN such that x∗ /∈ V(F ) sufficiently general. Following
Seidenberg [74], we consider the optimization problem

min{‖x− x∗‖22 | x ∈ V ∩ RN}. (10)

Every connected component C of V ∩ RN has a global minimizer of the distance functions from x∗ to C,
i.e., there exists x ∈ C such that ‖x− x∗‖22 ≤ ‖z − x∗‖22 for every z ∈ C. Thus, there exists λ ∈ Pn with

G(x, λ) =

[
F (x)

λ0(x− x∗) +
∑n
i=1 λi∇Fi(x)

]
= 0 (11)

where ∇Fi is the gradient of Fi. For the projection map π(x, λ) = x, the set π(V(G)) ⊂ CN is called the set
of critical points of (10) and it intersects every connected component of V ∩RN . The reason for this is that
there exists a global minimizer, which is a real critical point, with respect to every connected component of
V ∩ RN for the distance to x∗. Hence, V ∩ RN = ∅ if and only if there are no real critical points for (10).

This method allows one to decide if a real decomposition exists by deciding if there exists a real critical
point of the distance function. As a by-product, one obtains the closest decomposition to the given point.
When the set of critical points may be positive-dimensional, the approach presented in [48] uses a homotopy-
based approach to reduce down to testing the reality of finitely many critical points. Therefore, the problem
of deciding if a real decomposition exists can be answered by deciding the reality of finitely many points.

Example 15 Consider deciding if the real rank of x2y in Sym3 C2 is the same as the complex rank, namely 3.
In Ex. 11, we computed FP , which is irreducible of dimension 2 and degree 45. In particular, we can take

F (a, b, c) =


a31 + b31 + c31

3(a21a2 + b21b2 + c21c2)− 1
3(a1a

2
2 + b1b

2
2 + c1c

2
2)

a32 + b32 + c32

 .
We aim to compute the critical points of the distance from

α = (1, 2), β = (−2, 1), γ = (1,−1) (12)

which arise from the solutions (a, b, c) ∈ C6 and δ ∈ P4 of

G(a, b, c, δ) =

[
F (a, b, c)

δ0(a− α, b− β, c− γ) +
∑4
i=1 δi∇Fi(a, b, c)

]
.
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Solving G = 0 yields 234 critical points, of which 8 are real. Hence, the real rank of x2y is indeed 3 (cfr. [23])
where the one of minimal distance from (α, β, γ) is the decomposition (to three decimal places)

x2y = (0.721x+ 0.285y)3 + (−1.429x+ 1.101y)3 + (1.365x− 1.107y)3. (13)

Since minimizing the distance to a nongeneric point can yield potential issues, one should treat the center
point x∗ as a parameter and utilize a parameter homotopy (e.g., see [12, Chap. 6]). The number of such
paths to track with this setup is called the Euclidean distance degree [42].

Example 16 Consider solving the following optimizaton problem

min{x2 + (y + 2)2 | (x, y) ∈ π(J1) ∩ R2}

where J1 and π as in Ex. 8. Since π(J1) = V(x2 + y2 − 1), it is clear that the two critical points are (0,±1)
with (0,−1) /∈ π(J1). Thus, we consider this as a member of the family of optimization problems

min{(x− q1)2 + (y − q2)2 | (x, y) ∈ π(J1) ∩ R2}

parameterized by q = (q1, q2). The critical points are obtained by solving
x(1 + s2)− 2s

y(1 + s2)− (1− s2)

λ0

 x− q1
y − q2

0

+ λ1

 1 + s2

0
2sx− 2

+ λ2

 0
1 + s2

2sy + 2s


 = 0

which, for a general q ∈ C2, has two solutions. A parameter homotopy that deforms the parameters from
the selected value of q to (0,−2) yields solution two paths. As paths in C3×P2, only one of these two paths
has a limit point since (0,−1) /∈ π(J1). However, since we are interested in π(J1), we only need to observe
the limit of the projection of these two paths in (x, y) ∈ C2, which yields the two critical points (0,±1).

The computation of all critical points provides a global approach for deciding if a real decomposition
exists. Such a global approach may be computationally expensive when the number of critical points is
large. Thus, we also describe a local approach based on gradient descent homotopies [45] with the aim of
computing a real critical point. Although there is no guarantee, such a local approach can provide a quick
affirmation that a real decomposition exists.

With the setup as above, we consider the gradient descent homotopy

H(z, δ, t) =

[
F (z)− t · F (x∗)

δ0(z − x∗) +
∑n
i=1 δi∇Fi(z)

]
= 0.

Clearly, H(x, λ, 0) = G(x, λ) = 0 for G as in (11). We consider the homotopy path (z(t), δ(t)) where
z(1) = x∗ ∈ RN and δ(1) = [1, 0, . . . , 0] ∈ Pn. If this homotopy path is smooth for 0 < t ≤ 1 and converges
as t→ 0, then z(0) is a real critical point with respect to F . We note that H is a so-called Newton homotopy
since ∂H/∂t is independent of z and δ. Newton homotopies will also be used below in Section 4.

One can quickly try gradient descent homotopies for various x∗ ∈ RN with the goal of computing a real
critical point, provided one exists.

Example 17 With the setup from Ex. 15 and (12), we consider the gradient descent homotopy

H(a, b, c, δ, t) =

[
F (a, b, c)− t · F (α, β, γ)

δ0(a− α, b− β, c− γ) +
∑4
i=1 δi · ∇Fi(a, b, c)

]
.

The path, which starts at t = 1 with (α, β, γ, [1, 0, . . . , 0]) yields a smooth and convergent path with the
endpoint corresponding the decomposition of minimal distance from (α, β, γ) in (13).
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4 Generic cases

When the join variety J(X1, . . . , Xk) fills the ambient projective space, the degree of the join variety is 1.
In this section, we modify the approach presented in Prop. 6 to use a Newton homotopy which can compute
a decomposition of a generic tensor by tracking one path. Such paths can even be tracked certifiably [50].

Let [P ] ∈ J(X1, . . . , Xk) be generic. Thus, the dimension and degree of the fiber over [P ] is the same
over a nonempty Zariski open subset of J(X1, . . . , Xk), i.e.,

d := dimgf (J , π) = dimπ−1([P ]) ∩ J and deggf (J, π) = deg π−1([P ]) ∩ J .

The first step for computing a decomposition of [P ] is to produce a starting point. This is performed by

selecting generic x∗i ∈ C(Xi) and computing P ∗ =
∑k
i=1 x

∗
i . That is, ([P ∗], x∗1, . . . , x

∗
k) ∈ J is sufficiently

generic with respect to J and [P ].
With this setup, consider the homotopy that deforms the fiber as we move along the straight line from

[P ∗] to [P ], namely π−1(t[P ∗]+ (1− t)[P ])∩J . If d > 0, i.e., the fiber is positive-dimensional, we can reduce
down to tracking along a path by simply intersecting with a generic linear space L of codimension d passing
through the point ([P ∗], x∗1, . . . , x

∗
k). This results in the Newton homotopy

π−1(t[P ∗] + (1− t)[P ]) ∩ J ∩ L

where, at t = 1, we have start point (x∗1, . . . , x
∗
k). The endpoint of this path yields a decomposition of [P ] in

the form (1).

4.1 Illustrative example

We demonstrate decomposing a general element via tracking one path on cubic forms in 3 variables. For a
cubic form C(x), we aim to write it as

C(x) = Q(x) · L1(x) + L2(x)3 (14)

where Q(x) = q0x
2
0 + q1x0x1 + · · ·+ q5x

2
2 is a quadratic form and Li(x) = x0 + ai1x1 + ai2x2 is a linear form

with qk, aij ∈ C. Geometrically, this means C(x) ∈ J(O2(ν3(P2)), ν3(P2)) where O2(ν3(P2)) is the second
osculating variety to the Veronese surface ν3(P2). By (5), it is easy to verify that a general cubic C(x)
must have finitely many decompositions of the form (14). In fact, with this setup, the generic number of
decompositions is 27, three decompositions arising from each of the 9 inflectional lines L1(x) of C(x).

We will compute a decomposition of

C1(x) = x30 + x31 + x32 and C2(x) = 4x20x2 + x21x2 − 8x30

where the cubic C2 defines a curve called the “witch of Agnesi.” Starting with

C∗(x) =
(
x20 + (1 +

√
−1)x0x1 + 3x0x2 − 2x21 + (3−

√
−1)x1x2 + 2x22

)
(x0 + 2x1 + 3x2)

+
(
x0 − (3 +

√
−1)x1 + 5x2

)3
,

the Newton homotopy deforming from C∗ to Ci which is obtained by taking coefficients of

tC∗(x) + (1− t)Ci(x) = (q0x
2
0 + q1x0x1 + · · ·+ q5x

2
2)(x0 + a11x1 + a12x2) + (x0 + a21x1 + a22x2)3

yields the following decompositions, which we have converted to exact representation using [10]:

C1(x) = (−3x0x1 + 3(1−
√
−3)x0x2/2− 3x21 + 3(1−

√
−3)x1x2/2)(x0 − (1−

√
−3)x2/2)

+ (x0 + x1 − (1−
√
−3)x2/2)3,

C2(x) = (−9x20 − 9x21/4)(x0 −
√

3x1/6− 4x2/9) + (x0 −
√

3x1/2)3.
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4.2 Projections and Newton homotopies

When the join variety does not fill the ambient space, we will modify our approach by combining Newton
homotopies, projections, and local numerical solving techniques, e.g., [60, 77]. This yields a local method
which can be used to show upper bounds on rank and border rank over C and R.

If c := codim J(X1, . . . , Xk) > 0, let ψ be a linear map such that ψ(J(X1, . . . , Xk)) fills the ambient
space and dimgf (J(X1, . . . , Xk), ψ) = 0. We could apply the method above to attempt to decompose

ψ([P ]) using a Newton homotopy in ψ(J(X1, . . . , Xk)) starting from a randomly selected point. Since the
fiber ψ−1(ψ([P ])) ∩ J(X1, . . . , Xk) may contain many other elements in addition to [P ], we may need to
run the Newton homotopy approach with many starting points to increase our chances of ending at a
decomposition of [P ].

Another approach is to use [52] to compute all of the elements in a fiber over a general element ψ([P ∗])
and then use the Newton homotopy to track all of the corresponding paths as ψ([P ∗]) is deformed to ψ([P ]).
If ψ was generic with respect to [P ] so that the fiber ψ−1(ψ([P ]))∩ J(X1, . . . , Xk) is zero dimensional, then
tracking all of these paths and observing in any end at [P ] is equivalent to Item 1 of Prop. 6.

Rather than utilizing a global method, we will employ local numerical decomposition methods, e.g.,
see [60, 77], to “seed” our Newton homotopy. Such local methods generally use optimization techniques
to numerically approximate a decomposition, and these approximations typically provide excellent starting
points. Moreover, if the homotopy is defined by polynomials with real coefficients and the start point is real,
then the endpoint is also real provided that the path is smooth on (0, 1]. This observation allows one to
yield upper bounds on the real rank and border rank by demonstrating the existence of real paths.

Example 18 Reconsider J1 from Ex. 8 where J1 := π(J1) = V(x2 + y2 − 1) ⊂ C2. For the projection map
ψ(x, y) = 2x+ 3y, it is easy to verify that ψ(J1) = C with dimgf (J1, ψ) = 0 and deggf (J1, ψ) = 2. We aim
to show that there is a real path (x(t), y(t), s(t)) ∈ J1 such that limt→0 π(x(t), y(t)) = (0,−1).

For this simple example, we can easily construct a point nearby (0,−1) which has a real point in its fiber,
say (x∗, y∗, s∗) = (20/101,−99/101, 10) ∈ J1, which we take as the start point for the Newton homotopy

H(x, y, s, t) =

 x(1 + s2)− 2s
y(1 + s2)− (1− s2)

ψ(x, y)− (t · ψ(x∗, y∗) + (1− t) · ψ(0,−1))

 .
One can easily observe that the path (x(t), y(t), s(t)) with (x(1), y(1), s(1)) = (x∗, y∗, s∗) is smooth on (0, 1]
with (x(t), y(t))→ (0,−1) as t→ 0. Since (0,−1) /∈ π(J1), this path must diverge in J1.

For numerical computations, it can be easier to track convergent paths. In this case, one can compactify
the fiber with respect to π to yield

H(x, y, s, t) =

 x(s20 + s21)− 2s0s1
y(s20 + s21)− (s20 − s21)

ψ(x, y)− (t · ψ(x∗, y∗) + (1− t) · ψ(0,−1))


with start point x = x∗, y = y∗, and s = [1, s∗] at t = 1. Thus, one is actually tracking the path on the
closure of J1 in C2 × P1. The endpoint of this smooth path on (0, 1] is (x, y) = (0,−1) with s = [0, 1].

5 Examples

The previous sections have described various approaches for computing information about join and secant va-
rieties along with several illustrative examples. In this section, we present several larger examples which were
computed using the methods described above with computations facilitated by Bertini [11, 12]. Files for
performing these computations are available at the permanent repository dx.doi.org/10.7274/R0DR2SDZ.

5.1 Complex multiplication tensor

Complex multiplication can be treated as a bilinear map from R2 × R2 → R2, namely

(a, b) · (c, d) 7→ (ac− bd, ad+ bc),
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which, using the definition, involves 4 multiplications. Treating this as a bilinear map from C2 × C2 → C2,
we will use the above approaches to compute the rank and border rank (over C) of this bilinear map, both
of which are 2. We will then demonstrate how our method shows that the real rank of this bilinear map is 3.
In particular, the decomposition by Gauss, namely

ac− bd = (a+ b) · c− b · (c+ d), ad+ bc = (a+ b) · c+ a · (d− c), (15)

shows that the real rank is at most 3 via the three multiplications (a+ b) · c, b · (c+ d), and a · (d− c).

Over the complex numbers

Let T : C2 × C2 → C2 denote the complex multiplication bilinear map. We first aim to compute brkT
and rkT . Observe that T ∈ C2 ⊗ C2 ⊗ C2 with its rank and border rank corresponding to computing
minimal decompositions with respect to the Segre variety

S := Seg(P1 × P1 × P1) ⊂ P(C2 ⊗ C2 ⊗ C2) = P(C8).

To accomplish this, we compute a pseudowitness set for S = σ1(S) ⊂ P(C8) for which deg σ1(S) = 6. The
membership test described in Prop. 6 tracked 6 paths and found that each path converged to some finite
endpoint which does not correspond to T . Therefore, rkT ≥ brkT > 1.

Next, we turn our attention to σ2(S), which fills the whole space. Hence, we know brkT = 2. We use the
method from Section 4 to track one solution path which indeed converges to a decomposition of T thereby
showing [T ] ∈ σ0

2(S) ⊂ σ2(S), i.e., rkT = brkT = 2.
For example, if we look for decompositions of the form[

ac− bd
ad+ bc

]
=

[
x11 x12
x21 x22

] [
(a+ y12b) · (c+ z12d)
(y21a+ b) · (z21c+ d)

]
, (16)

then our setup tracking one path yielded the decomposition

ac− bd = ((a− ib) · (c− id)− (b− ia) · (d− ic)) /2
ad+ bc = i ((a− ib) · (c− id) + (b− ia) · (d− ic)) /2

where i =
√
−1 with the two multiplication being (a− ib) · (c− id) and (b− ia) · (d− ic).

Over the real numbers

Since (15) shows that rkR T ≤ 3, we know that rkR T = 3 if and only if rkR T > 2. In (16), we used a spe-
cialized form to compute a decomposition over C. In this case, there were only finitely many decompositions
and all were not real.

We could also work with a fully general formulation:[
ac− bd
ad+ bc

]
=

[
x11 x12
x21 x22

] [
(y11a+ y12b) · (z11c+ z12d)
(y21a+ y22b) · (z21c+ z22d)

]
which, by taking coefficients, defines a variety V ⊂ C12, the union of two irreducible varieties V1 and V2,
each having dimension 4 and degree 9. Using two different approaches, we show that V ∩ R12 = ∅.

First, using the setup from Section 3, we compute the critical points of the distance between V and a
random point in [−1, 1]12. Since this yields 18 critical points, all of which are nonreal, we know rkR T > 2.

Alternatively, since the two irreducible components of V are complex conjugates of each other, we know
that V ∩ R12 is contained in V1 ∩ V2. Since V1 ∩ V2 = ∅, we again see that rkR T > 2.

5.2 A Coppersmith-Winograd tensor

In [34], the following tensor in C3 ⊗ C3 ⊗ C3 is considered:

T = a1 ⊗ b2 ⊗ c2 + a2 ⊗ b1 ⊗ c2 + a2 ⊗ b2 ⊗ c1 + a1 ⊗ b3 ⊗ c3 + a3 ⊗ b1 ⊗ c3 + a3 ⊗ b3 ⊗ c1
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where rkT = brkT = 4. In fact, the secant variety σ4(C3 × C3 × C3) is defective since it is expected to fill
the ambient space but is actually a hypersurface of degree 9 [83].

We used Prop. 6 upon computing a pseudowitness set for σ3(C3×C3×C3) ⊂ C27, which has dimension 21
and degree 414, to verify that rkT ≥ brkT > 3. In particular, using this pseudowitness set, the method
of [38] yields that σ3(C3 × C3 × C3) is arithmetically Cohen-Macaulay and defined by 27 quartics.

We next compute all decompositions of T of the form

4∑
i=1

(ri1a1 + ri2a2 + ri3a3)⊗ (b1 + si2b2 + si3b3)⊗ (c1 + ti2c2 + ti3c3). (17)

The tensor T has a two-dimensional family of degree 30 of decompositions of the form (17) which decomposes
into 6 irreducible components, each of degree 5. Hence, we have verified that rkT = brkT = 4. In fact,
the 6 irreducible components arise in three pairs of complex conjugates, say Vi and conj(Vi) for i = 1, 2, 3.
Since, for each i, Vi ∩ conj(Vi) = ∅, T does not have a real decomposition of the form (17).

5.3 Comparison with cactus rank

The following example shows that our method computes X-border rank and not the cactus rank, which was
recently reintroduced in the literature (in [58], it was defined as “scheme length,” and the first definition of
cactus rank is in [17] after paper [25] where the cactus variety was first introduced). The following example
was first published in [16] thanks to a suggestion from W. Buczyńska and J. Buczyński who proved it in [25]
as a very peculiar but illustrative case where the X-border rank of a polynomial cannot be computed from
a punctual scheme of the same length:

T = x20x2 + 6x21x3 − 3(x0 + x1)2x4.

The X-border rank of T with respect to X = ν3(P4) is 5. In fact, one can explicitly write down a family Tε
having rank 5 with Tε → T , namely

Tε =
1

3ε
(x0 + εx2)3 + 6(x1 + εx3)3 − 3(x0 + x1 + εx4)3 + 3(x0 + 2x1)3 − (x0 + 3x1)3.

However, it is not possible to find a scheme of length 5 apolar to T so that the cactus rank (and the rank)
of T is at least 6 [16, 25].

To verify that brkT > 4, we compute a pseudowitness set for σ4(X), which was accomplished by starting
with one point and using 77 random monodromy loops to generate additional points. The trace test verified
that deg σ4(X) = 36,505. Thus, upon tracking 36,505 solution paths to perform the membership test from
Prop. 6, we find that all converged and none of the endpoints correspond to T yielding brkT > 4.

A pseudowitness set for σ5(X) was computed using a similar approach showing deg σ5(X) = 24,047.
After tracking 24,047 paths to perform the membership test from Prop. 6, we find a nonconvergent path
whose projection converges to T thereby showing brkT = 5 and providing an indication that rkT > 5.

As with other examples, the pseudowitness sets computed for this example can be stored and reused to
test whether other given cubic forms in 5 variables have border rank 4 and 5, respectively.

5.4 Generic elements

We next compute decompositions of generic elements by tracking one path as in Section 4.
The following example was posed to one of the authors by M. Mella a few years ago when the algorithm

in [68] was not developed yet. In particular, Mella asked for a decomposition of a general polynomial of
degree 5 in 3 variables, such as the following randomly generated polynomial:

T = 17051x5
0 + 41500x4

0x1 + 720x3
0x

2
1 + 11360x2

0x
3
1 + 95010x0x

4
1 + 19345x5

1 − 18095x4
0x2 − 281420x3

0x1x2

+ 427290x2
0x

2
1x2 − 367940x0x

3
1x2 + 73860x4

1x2 + 243470x3
0x

2
2 − 533370x2

0x1x
2
2 + 518670x0x

2
1x

2
2

− 273140x3
1x

2
2 + 156350x2

0x
3
2 − 323300x0x1x

3
2 + 383760x2

1x
3
2 + 80245x0x

4
2 − 277060x1x

4
2 + 84411x5

2.
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For X = ν5(P2), σ7(X) fills the ambient space and we can compute a decomposition by tracking one
solution path. Aiming to find a decomposition of the form

T =

7∑
j=1

λj(x0 + aj1x1 + aj2x2)5,

the endpoint of our path yielded the decomposition

T = 243(x0 + 8/3x1 − 2/3x2)5 − 32768(x0 − 3/4x1 + 1/8x2)5 + 16807(x0 − x1 + x2)5

− 32(x0 + 2x1 − 4x2)5 + 32768(x0 − 1/2x2)5 + 32(x0 − 3/2x1 + 5/2x2)5 + (x0 − 5x1 + 8x2)5.

We note that the algorithm in [68] can decompose general tensors in 3 variables up to degree 6 whereas
our numerical homotopy algorithm can be used to decompose polynomials of higher degree. To illustrate,
we start with a general element with a known decomposition, say

T = 91(x0 − 7/2x1 + 9/2x2)7 + 58(x0 − 3/2x1 − 4/3x2)7 − 21(x0 + 2x1 − 9/2x2)7 + 33(x0 + 3x1 − x2)7

+ 54(x0 − 3x1 − 5/3x2)7 + 88(x0 − 3x1 − 10/3x2)7 − 37(x0 − 5x1 + x2)7 + 93(x0 − x1 − 8x2)7

+ 12(x0 + 9/2x1 + 10x2)7 − 89(x0 − 5x1 − 1/2x2)7 − 99(x0 − x1 − 3x2)7 − 22(x0 − 1/3x1 + 4x2)7.

After expanding T to extract the coefficients, which we rescale all of them to improve numerical con-
ditioning, we track one path in 36 dimensional space. The resulting decomposition (where coefficients are
rounded for readability and i =

√
−1) found is:

T = 90.5217(x0 − 1.0016x1 − 8.0256x2)7 + 133.8171(x0 − 3.6909x1 − 2.8478x2)7 − 97.4074(x0 − 5.0606x1 + 0.2459x2)7

+ 89.4516(x0 − 3.4857x1 + 4.5217x2)7 − 20.6552(x0 − 0.3125x1 + 4.125x2)7 + 12.0133(x0 + 4.4986x1 + 9.9992x2)7

+ 32.5455(x0 + 3.0145x1 − x2)7 + 83.1754(x0 − 2.3582x1 − 1.5306x2)7 − 19.4167(x0 + 2.0658x1 − 4.4909x2)7

− 83.0069(x0 − 4.3651x1 − 2.1818x2)7 − (30.0192 + 29.276i)(x0 − (0.95833 + 0.2729i)x1 − (3.9167 + 0.8299i)x2)7

− (30.0192− 29.276i)(x0 − (0.95833− 0.2729i)x1 − (3.9167− 0.8299i)x2)7.

We note that the original decomposition and this one are simply two points in the same fiber. Starting
from this computed decomposition, we can use the approach of [52] to compute all of the other points in
the fiber. In this case, we obtain four other decompositions, the one that we originally started with and the
following three:

T = −80.3535(x0 − 0.96044x1 − 3.2042x2)
7 + 91.7624(x0 − 3.4925x1 + 4.4929x2)

7 + 11.9529(x0 + 4.5041x1 + 10.005x2)
7

− 42.331(x0 − 5.1095x1 − 1.1877x2)
7 + 58.8757(x0 − 1.9096x1 − 0.70898x2)

7 + 0.42442(x0 − 6.5033x1 − 3.8957x2)
7

+ 93.6035(x0 − 1.0023x1 − 7.9934x2)
7 + 33.1366(x0 + 2.9983x1 − 1.0053x2)

7 − 21.1233(x0 + 2.0048x1 − 4.4804x2)
7

− 81.3951(x0 − 4.9804x1 + 0.50977x2)
7 + 121.1404(x0 − 3.0446x1 − 3.0528x2)

7 + 12.4957(x0 + 4.48x1 + 9.9434x2)
7

= −19.5517(x0 − 0.49254x1 + 4.36x2)
7 − 1.4462(x0 + 3.3148x1 + 5.9615x2)

7 − 24.6931(x0 − 0.46377x1 + 3.855x2)
7

− 64.3704(x0 − 0.73438x1 − 3.1471x2)
7 + 94.5455(x0 − 0.97674x1 − 7.9818x2)

7 − 18.506(x0 + 1.7797x1 − 4.9778x2)
7

− 115.1045(x0 − 5.0408x1 + 0.0031746x2)
7 + 30.4559(x0 + 3.0345x1 − 0.70492x2)

7

+ 126.7561(x0 − 2.5128x1 − 1.9074x2)
7 + (13.1591 + 9.58983i)(x0 − (3.2017− 1.1206i)x1 − (4.0938− 0.15711i)x2)

7

+ 89.4074(x0 − 3.4483x1 + 4.549x2)
7 + (13.1591− 9.58983i)(x0 − (3.2017 + 1.1206i)x1 − (4.0938 + 0.15711i)x2)

7

= −19.5946(x0 − 0.21053x1 + 4.1273x2)
7 + 91.4966(x0 +−0.99627x1 +−8.0167x2)

7

+ 115.5185(x0 − 2.7188x1 − 3.4694x2)
7 + 88.0263(x0 − 3.5054x1 + 4.5294x2)

7

− (3.5882 + 2.2523i)(x0 − (5.4688 + 0.95833i)x1 + (1.2571− 0.93548i)x2)
7 − 99.6415(x0 − 5.1771x1 − 0.12821x2)

7

− (3.5882− 2.2523i)(x0 − (5.4688− 0.95833i)x1 + (1.2571 + 0.93548i)x2)
7 − 23.76(x0 + 1.9074x1 − 4.4706x2)

7

− (14.6087− 73.7949i)(x0 − (1.6296− 0.50355i)x1 − (2.6154 + 1.0169i)x2)
7 + 33.3191(x0 + 2.9896x1 − 0.99711x2)

7

− (14.6087 + 73.7949i)(x0 − (1.6296 + 0.50355i)x1 − (2.6154− 1.0169i)x2)
7 + 12.0313(x0 + 4.4976x1 + 9.9967x2)

7

where i =
√
−1 and all numbers have been rounded for readability.

5.5 A degree 110 hypersurface

In [36], the authors consider the hypersurface M⊂ P15 defined by the closure of elements of the form

pijkl =

(
1∑
s=0

asibsjcskdsl

)(
1∑
r=0

erifrjgrkhrl

)
for all (i, j, k, l) ∈ {0, 1}4.

The variety M is a Hadamard product, namely M = σ2(S).σ2(S) where S is the Segre embedding of
P1 × P1 × P1 × P1 into P15. The authors used this to show that degM = 110 and the Newton polytope
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of M has 17,214,912 vertices. However, they were unable to compute an explicit defining equation. Since
our approach is based on witness and pseudowitness sets, we do not need explicit equations to test for
membership in M.

Starting from one point onM, we computed a pseudowitness set forM using 26 monodromy loops. This
computation yielded degM = 110 confirming [36]. Let M0 denote the corresponding constructible set so
that M =M0. To demonstrate our membership test, we consider the point

v = (2, 3, 0,−1, 4, 2, 0, 1, 1,−2, 2, 0, 1, 0,−4, 3) ∈ P15.

By tracking 110 paths, we find that v 6∈ M. Next, we consider the point

w = (2528064,−3079104,−2340576, 2038176,−1804032, 2398464, 1539648,−1524096,
1104000, 456086,−2403720, 284016,−511104,−502072, 1220472,−23424) ∈ P15.

In this case, our test yields w ∈M0 with w arising from

a00 = 0.59669 + 2.6676i c00 = 1.2253 + 1.9114i e00 = 22.902− 17.574i g00 = −6.1147− 1.6343i
a01 = −0.46011 + 0.63365i c01 = −0.017672 + 0.21927i e01 = −2.5745 + 37.701i g01 = 33.996− 13.947i
a10 = 0 c10 = 0.0006943− 0.00044635i e10 = 2.5443− 3.6591i g10 = 0.83492 + 1.414i

a11 = −9.9645 + 8.241i c11 = 10−4 · (−2.1259− 0.16860i) e11 = −6.485− 26.441i g11 = −23.543− 9.5928i
b00 = −2.5936 + 1.094i d00 = −3.4281 + 4.3337i f00 = −19.56 + 2.6752i h00 = 3.8553− 2.2149i
b01 = 14.946− 3.9512i d01 = −4.2748 + 8.2971i f01 = −2.7789 + 0.78897i h01 = −4.4302 + 1.5074i
b10 = −3.9935− 3.9479i d10 = 8.8472− 8.4098i f10 = −15.343− 25.006i h10 = 25.692 + 39.682i
b11 = 2.9049 + 3.8179i d11 = 4.4751− 6.3051i f11 = −1.9456− 2.3522i h11 = −3.4698− 8.6596i

where i =
√
−1 and all decimals have been rounded for readability.

5.6 Joins for decomposable polynomials

Consider the closure of the spaces in P(Sym4C4) ⊂ P35 which can be written as the sum of r squares of
quadrics and the sum of s fourth powers of linear forms:

f =

r∑
i=1

q2i +

s∑
j=1

`4j ,

i.e., J(σr(ν2(P(Sym2 C4))), σs(ν4(P3))). The following lists the expected dimension, which is the minimum
of the dimension of the ambient space, namely 35, and 10r+4s, and the actual dimension for various r and s.
The ones in bold correspond to the defective cases.

r 0 1
s 1 2 3 4 5 6 7 8 9 10 0 1 2 3 4 5 6 7

Expected dim 4 8 12 16 20 24 28 32 35 35 10 14 18 22 26 30 34 35
Actual dim 4 8 12 16 20 24 28 32 34 35 10 14 18 22 26 30 34 35

r 2 3 4 5
s 0 1 2 3 4 0 1 2 0 1 0

Expected dim 20 24 28 32 35 30 34 35 35 35 35
Actual dim 19 23 27 31 35 27 31 35 34 35 35

We consider the two defective hypersurface cases. For the case (r, s) = (0, 9), we verified this yields a
degree 10 hypersurface [5], while the case (r, s) = (4, 0) is a degree 38,475 hypersurface [21].

5.7 Best low rank approximation

Motivated by [69, Ex. 7 & 8], we consider S = σ2(ν4(P2)) ⊂ P14. Starting with one point in S, we computed a
pseudowitness set for S using 14 monodromy loops which yielded degS = 75. Thus, we can test membership
in S by tracking at most 75 paths. For example, consider the tensor from T. Schultz listed in [69, Ex. 7]:

T = 0.1023x40 + 0.0197x41 + 0.1869x42 + 0.0039x20x
2
1 + 0.0407x20x

2
2 − 0.00017418x21x

2
2

− 0.002x30x1 + 0.0581x30x2 + 0.0107x0x
3
1 + 0.0196x0x

3
2 + 0.0029x31x2 − 0.0021x1x

3
2

− 0.00032569x20x1x2 − 0.0012x0x
2
1x2 − 0.0011x0x1x

2
2.

19



Following the membership test from Section 1, since all 75 paths converged to points which did not correspond
to [T ], we know that [T ] /∈ S.

Since it is expected that noise in the data moves an element off the variety, one often wants to compute
the “best” low rank approximation. In this case, we want a real element in S which minimizes the Euclidean
distance of the coefficients, treated as a vector in C15. One approach is to compute all critical points which
was performed in [69, Ex. 8]. This resulted in 195 points outside of the set of rank 1 elements, i.e., ν4(P2), of
which 9 are real. In particular, there are 2 are local minima and 7 saddle points, with the global minimum
approximately being:

(0.0168x0 − 0.00189x1 + 0.657x2)4 + (0.56x0 − 0.00254x1 + 0.0988x2)4.

As discussed in Section 3, we can also consider using local gradient descent homotopies to attempt to
compute local minimizers of the distance function. In this case, since S is known to be defined by 148
cubic polynomials, we utilized a random real combination of these polynomials. In our experiment, the path
starting at T produced a critical point of the distance function that was indeed the global minimizer above.

5.8 Skew-symmetric tensors

We next consider skew-symmetric tensors in
∧3 C7 ⊂ C35 with respect to the Grassmannian G(3, 7). By

dimension counting, one expects a general element to have rank 3, but one can easily verify using (5) that
σ3(G(3, 7)) is a hypersurface. Hence, a general element has rank 4. The defectivity of this hypersurface has
already been observed in [2, 14, 26] and has been conjectured that, together with σ3(G(4, 8)), σ4(G(4, 8)),
σ4(G(3, 9)) and their duals, they are the only defective secant varieties to a Grassmannian.

The degree of this hypersurface σ3(G(3, 7)) is 7 with a defining equation written in Gurevich’s book [46]
and in determinantal form in [2, Thm. 1.2]. By using a pseudowitness set computation, we verify this
hypersurface has degree 7.

We now turn to σ2(G(3, 7)) ⊂ C35 which is an irreducible variety of dimension 26 and degree 735. In
particular, we aim to verify the codimension one components of its boundary described in [47, 72]. To
simplify the computation, we consider the maps Ai : C5 → C7 defined by

A1(α1, α2, α3, α4, α5) =



α1

0
0
α2

α3

α4

α5


, A2(α1, α2, α3, α4, α5) =



0
α1

0
α2

α3

α4

α5


, A3(α1, α2, α3, α4, α5) =



0
0
α1

α2

α3

α4

α5


.

Following Section 2, we slice down to the curve case. For general affine linear polynomials `1, . . . , `25 in 35
variables and p in 27 variables, we consider the following irreducible curve:

C =

{
Z · h3 −

2∑
i=1

A1(ai1, a
i
2, a

i
3, a

i
4, a

i
5) ∧ A2(ai1, a

i
6, a

i
7, a

i
8, a

i
9) ∧ A3(ai1, a

i
10, a

i
11, a

i
12, a

i
13)

∣∣∣∣∣ `k(Z) = p(h, aij) = 0

}
.

For a general β ∈ C, we found that C ∩ V(h − β) consists of 48,930 points. By tracking the homotopy
paths defined by C ∩ V(h − β · t), 44,520 paths yielded points in C ∩ V(h) with the corresponding points
arising in two types. The first type, which consists of 3262 distinct Z coordinates, each corresponding to
the endpoint of 12 paths, either have a11 = 0 or a21 = 0. These points are in the boundary based on the
choice of parameterization used in C, but are not actually in the boundary of σ2(G(3, 7)). The second type,
which consists of 1792 distinct Z coordinates, each corresponding to the endpoint of 3 paths, are indeed in
the boundary of σ2(G(3, 7)). We note that 44,520 = 12 · 3262 + 3 · 1792. Moreover, the 1792 points form a
witness point set for the following irreducible variety of dimension 25 and degree 1792:

{v1 ∧ v2 ∧ w1 + v1 ∧ w2 ∧ v3 + w3 ∧ v2 ∧ v3 | vi, wi ∈ C7} ⊂ C35

which is precisely the codimension one component of the boundary of σ2(G(3, 7)).

In [18] the authors used the technique proposed by the present paper to compute the order of magnitude

of the number of decompositions of a generic skew-symmetric tensor in
∧4 C9 which is a perfect case.
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5.9 Matrix multiplication with zeros

We close with computing the border ranks of some tensors arising from the multiplication of a 2× 2 matrix
and a 2× 3 matrix with zero entries. One special case of this is the matrix multiplication tensor of a 2× 2
matrix with a zero term and a 2× 2 matrix, i.e., a 2× 3 matrix with one column consisting of zeros. In [19],
an explicit algorithm shows that its border rank is ≤ 5 with this observation leading to an upper bound on
the exponent of matrix multiplication ω of log12 1000 ≈ 2.7799. Another reason for computing the border
rank of such tensors arises from [62] where the border rank of the matrix multiplication tensor for matrices
of size 2× 2 and 2× n is considered. The results in [62] build on computational results in [4, 77].

The following table lists the border ranks of various matrix multiplication tensors. In each matrix, an
entry is ∗ if that entry can take an arbitrary value while 0 means that entry is 0.

Number Format Ambient Space Border Rank

1

[
∗ ∗
∗ 0

]
·
[
∗ ∗ 0
∗ ∗ 0

]
C3 ⊗ C4 ⊗ C4 5

2

[
∗ ∗
∗ 0

]
·
[
∗ 0 0
∗ ∗ ∗

]
C3 ⊗ C4 ⊗ C4 5

3

[
∗ ∗
∗ 0

]
·
[
∗ 0 ∗
∗ ∗ 0

]
C3 ⊗ C4 ⊗ C5 6

4

[
∗ ∗
∗ 0

]
·
[
∗ ∗ ∗
∗ 0 0

]
C3 ⊗ C4 ⊗ C6 6

5

[
∗ ∗
∗ 0

]
·
[
∗ ∗ 0
∗ ∗ ∗

]
C3 ⊗ C5 ⊗ C5 6

6

[
∗ ∗
∗ ∗

]
·
[
∗ ∗ ∗
∗ ∗ 0

]
C4 ⊗ C5 ⊗ C6 8

Number 1 As mentioned above, the upper bound on border rank is provided in [19]. The lower bound is
provided in [62, Prop. 3.2] which is based on an equation provided in [83].

Number 2 The lower bound follows from using Prop. 6 applied to the secant variety σ4(C3 × C4 × C4)
which has dimension 36 and degree 252,776 [37]. Alternatively, one could have followed a similar approach
as in [62, Prop. 3.2] using the defining equations for this secant variety, e.g., see [13]. The upper bound is
trivial since the standard definition of matrix multiplication yields a rank 5 decomposition. Nonetheless,
we note that the secant variety σ5(C3 × C4 × C4) has dimension 44, i.e., it is defective [1, Prop. 4.10], and
degree 1716. In particular, the methods of [38, 39] show that σ5(C3 ×C4 ×C4) is arithmetically Gorenstein
and generated by 144 polynomials of degree 11.

Number 3 The upper bound is trivial since the standard definition of matrix multiplication yields a rank 6
decomposition. Additionally, σ6(C3 × C4 × C5) fills the ambient space. The lower bound is shown using
Prop. 6 applied to σ5(C3 × C4 × C5) which has dimension 50 and degree 581,584.

Number 4 The upper bound is shown using Prop. 6 applied to σ6(C3×C4×C6) which has dimension 66
and degree 206,472. To show the lower bound, consider the problem of computing the (1, 1), (1, 2), (2, 1),
and (2, 2) entries and the sum of the (1, 3) and (2, 3) entries of the matrix product. This is a problem in
C3 ⊗C4 ⊗C5 whose border rank is clearly a lower bound on the border rank of the original problem. As in
Number 3, σ5(C3 × C4 × C5) with Prop. 6 shows that a lower bound on the border rank is indeed 6.

Number 5 The lower bound follows immediately from Number 3 while the upper bound follows from [19]
with one additional multiplication.
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Number 6 This was the motivating problem suggested to the first and third authors by JM Landsberg
due to a gap between the upper bound of 8 in [77, Table 5] and the lower bound of 7 from [62, Prop. 3.2].

Similar to Number 4, we will demonstrate a lower bound by considering a subproblem. In this case,
we replace each entry of the 2 × 2 matrix with a random linear form in 3 variables yielding a problem in
C3 ⊗ C5 ⊗ C6. We showed the lower bound on the border rank of this subproblem is 8 as follows.

Suppose that a1, a2, a3, b1, . . . , b5, and c1, . . . , c6 are the standard basis elements for C3, C5, and C6,
respectively. Consider the projection π : C90 → C89 that ignores the entry a3⊗b5⊗c6 ∈ C3⊗C5⊗C6 ' C90.
Then, π(σ7(C3 × C5 × C6)) is a variety in C89 of dimension 84 and degree 455,176 for which the membership
test shows that it does not contain the image under π of the subproblem tensor.
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