HIERARCHICAL LOG BAYESIAN NEURAL NETWORK FOR
ENHANCED AORTA SEGMENTATION

Delin An' Pan Du? Pengfei Gu?

Jian-Xun Wang** Chaoli Wang'

! Department of Computer Science and Engineering, University of Notre Dame, Notre Dame, IN
2 Department of Aerospace and Mechanical Engineering, University of Notre Dame, Notre Dame, IN
3 Department of Computer Science, University of Texas Rio Grande Valley, Edinburg, TX
% Sibley School of Mechanical and Aerospace Engineering, Cornell University, Ithaca, NY

ABSTRACT

Accurate segmentation of the aorta and its associated arch
branches is crucial for diagnosing aortic diseases. While
deep learning techniques have significantly improved aorta
segmentation, they remain challenging due to the intricate
multiscale structure and the complexity of the surrounding
tissues. This paper presents a novel approach for enhanc-
ing aorta segmentation using a Bayesian neural network-
based hierarchical Laplacian of Gaussian (LoG) model. Our
model consists of a 3D U-Net stream and a hierarchical
LoG stream: the former provides an initial aorta segmenta-
tion, and the latter enhances blood vessel detection across
varying scales by learning suitable LoG kernels, enabling
self-adaptive handling of different parts of the aorta vessels
with significant scale differences. We employ a Bayesian
method to parameterize the LoG stream and provide con-
fidence intervals for the segmentation results, ensuring ro-
bustness and reliability of the prediction for vascular medical
image analysts. Experimental results show that our model
can accurately segment main and supra-aortic vessels, yield-
ing at least a 3% gain in the Dice coefficient over state-of-
the-art methods across multiple volumes drawn from two
aorta datasets, and can provide reliable confidence intervals
for different parts of the aorta. The code is available at
https://github.com/adlsn/LoGBNet.

1. INTRODUCTION

Semantic segmentation is a crucial research direction in deep
learning technologies, extensively applied in medical im-
age processing. It finds wide-ranging applications in organ
segmentation, lesion detection, tumor segmentation, and ves-
sel segmentation. Vessel segmentation includes coronary
artery, aorta, and pulmonary artery segmentation. Among
these, aorta segmentation presents unique challenges. While
U-Net [1] has successfully segmented other blood vessels,
the aorta poses specific difficulties due to its characteristics.
Other methods, like U-Net 3D [2]], are tailored for general
abdominal organs but fall short of effectively segmenting

the aorta and arch branches. Moreover, providing reliable
confidence intervals for aorta segmentation results is chal-
lenging. Uncertainty quantification (UQ) offers analysts a
basis for assessing the reliability of current predictions and
significantly impacting downstream tasks involving the aorta.
For instance, in computational fluid dynamics (CFD) simula-
tions of the aorta, UQ helps verify and calibrate CFD models,
ensuring they accurately reflect physiological conditions.

The aorta is conformed by the aortic arch, ascending
aorta, descending aorta, and numerous branches. These com-
ponents exhibit significant variations in size and shape across
individuals. Following [3]], the main arch and branches of the
aorta are referred to as the main aorta (MA) and supra-aorta
branches (SA), respectively. Additionally, aorta segmenta-
tion requires higher computational power due to the need
for high-resolution imaging. Traditional aorta segmentation
methods involve manual centerline tracking and boundary
filtering [4]. Deep learning models like U-Net reduce manual
work, using encoders such as 3D CNNs, transformers, and
attention-based models [5)]. Some use labeled centerlines to
improve performance [6], but obtaining them is challenging.
Thus, automatic centerline extraction is preferred [7]. These
methods perform well on the MA but have limitations: they
neglect the SA, and incorporating centerlines increases model
complexity and training difficulty.

We propose LoGB-Net, a Laplacian of Gaussian (LoG)-
based Bayesian network, for aorta segmentation, enhancing
multiscale vessel recognition (especially for SA) and improv-
ing model automation. LoGB-Net features two streams: a U-
Net-based regular stream for overall aorta segmentation and a
LoG stream with a Bayesian LoG module and balanced gate
to refine local details. Our key contributions include

* A hierarchical LoG module is introduced to improve the
performance of aorta segmentation. This design enhances
features of aortic vessels of various sizes in a self-adaptive
manner, effectively emphasizing multiscale features and
strengthening the model’s segmentation capability.

* An imbalance problem between the aorta’s foreground
and background is addressed by designing a balanced gate
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in the LoG stream. This gate balances the ratio between
multiscale blood vessels and prevents the model from
overfitting, ensuring improved segmentation accuracy.

* The LoG module is parameterized to obtain the UQ for the
segmentation results. This approach provides confidence
intervals for the segmentation results, allowing for mea-
suring the uncertainty in the model’s predictions, reflect-
ing the prediction’s reliability in cases where the edges of
the aorta are ambiguous, and offering UQ for downstream
tasks in aortic analysis.

2. RELATED WORK

Medical image semantic segmentation methods are semi-
automatic and automatic [8]]. Semi-automatic methods in-
volve manual lumen boundary and centerline annotation,
achieving good performance but are labor-intensive. SimVas-
cular [4] reduces manual effort by combining centerline and
lumen edge for segmentation but still requires annotations for
new data. To improve efficiency, machine learning methods,
such as [9], use Gaussian filters and Fourier transforms to
identify regions of interest. However, they are noise-sensitive
and require parameter tuning for different object sizes.

Deep learning has shifted segmentation towards automa-
tion, with methods categorized based on centerline usage:
with and without centerline. While centerlines improve per-
formance, annotating them is labor-intensive, leading to a
focus on the direct segmentation of raw images. Encoder-
decoder models like U-Net, PSPNet [10], FC-DenseNet [[11],
and kCBAC-Net [12]] are widely used. U-Net excels in med-
ical image processing tasks. Transformer-based models like
UNETR [13]], UNETR++ [14]], Swin-UNETR [15], and Con-
vFormer [16] integrate attention mechanisms, performing
well in blood vessel segmentation with consistent scale but
struggle with the aorta and supra branches due to significant
scale variation. As a dual-stream model, Gated-SCNN [17]]
combines a regular and a shape stream leveraging image gra-
dients, achieving favorable results in small object detection.
This model guides SA-enhancing architectures for aorta seg-
mentation. Furthermore, UQ provides confidence intervals
for segmentation predictions, enhancing reliability in aortic
research. Existing UQ methods often increase complexity
by integrating VAE encoders into U-Net architectures. [18]
evaluated these approaches on brain tumor datasets.

3. LOGB-NET

Multiscale aortic vessels require attention to the overall
structure and local details, and the imbalanced foreground-
background ratio complicates training. We propose a hier-
archical LoG module to address these issues and enhance
aorta segmentation. Our framework (Figure [I)) comprises
regular and LoG streams. The regular stream employs a 3D
U-Net [2]] to segment the overall aorta structure. The LoG

Fig. 1. The top shows the flow diagram of LoGB-Net. The
Bayesian segmentation results’ blue, red, and green lines
represent the segmentation’s upper bound, mean, and lower
bound. The bottom displays the application of UQ in aorta
segmentation for downstream tasks, such as CFD simulation.

stream consists of a Bayesian hierarchical LoG module and
a balanced gate, augmenting the segmentation with local de-
tails. The balanced gate contains two queues ()1 and ()2 to
store multiscale vessel images. When these queues are full,
the gate will open for the regular and LoG streams.

Hierarchical LoG module. Encoder-decoder mod-
els effectively segment vessels with manageable complex-
ity [[14}[19], achieving high-quality results for retinal [20] and
liver [21]] vessels. However, further enhancement is required
for the SA of the aorta to achieve satisfactory segmentation
results. The LoG stream can strengthen aorta features by
self-adapting to multiscale vessel characteristics.

The LoG model, used by [19], is a second-order deriva-

tive operator for edge detection in images. Specifically,
2

the 2D LoG model is defined as V2G(z,y) = % +

32%2,3,)7 where G(z,y) is the Gaussian function: G(x,y) =

w2+

5=57€ 22 . Since the Laplacian is sensitive to noise, ap-
plying Gaussian smoothing is necessary. In 3D CTA images,

we adopt the 3D LoG model, defined as V2G(z,y,z) =

2 2 2
9 Ga(jéy’z) +2 Ga(Zéy’Z) + 2 G(fgy’z). This continuous func-

tion is transformed into a 3D convolutional kernel through
discretization. The standard deviation o and kernel size in-
fluence the detection size of target objects. [9] tested various
parameters to fit retinal vessels, increasing manual operations.

To leverage the LoG model’s self-adaptive capability for
main and supra aorta detection, we design a hierarchical LoG
stream, as shown in Figure This module comprises five 3D
convolutional layers with kernel sizes 3, 5, 7, 9, and 11, ini-
tialized with 3D LoG kernels at different trainable o values
(0.5 to 2.5). Unlike the original LoG method with fixed pa-
rameters, we make them trainable in our approach. The initial
o values are optimized to achieve the best lumen boundaries.
The module’s multiple layers facilitate the self-adaptive en-
hancement of multiscale aortic vessels.

Bayesian method and balanced gate. The low resolu-




Table 1. Quantitative results (reported as mean + standard deviation) of different methods for the testing set. The best results
are highlighted in bold. The experiment was conducted with varying random seeds five times to evaluate the outcomes.

Type CNN-based Attention-based Ours

Metric FPN U-Net 3D PSPNet nnUNet Attention-UNet  MISSFormer Swin-UNETR  TransUNet UNETR UNETR++ LoGB-Net
Dice 1 0.72240.023  0.7644+0.042  0.7754+0.037 0.766+0.068  0.824+0.025  0.8824+0.021  0.896+0.019  0.8234+0.022 0.878+0.031  0.892+0.037 = 0.927+0.011
5) ASD | 1.523+0.323 1.376+0.311  1.32940.304 1.21440.322  0.929+0.213  0.813+£0.196  0.7864+0.249  0.928+0.284 0.7024+0.167 0.682+0.156  0.678+0.168

___ Hausdorf| 849043252 832354020 O0765E3773 BOAIEDSAT 672540294 68990077 63240133 645250236 61390698 60340356 622540957

Dice 1 0.7344+0.016 ~ 0.7734+0.026  0.7784+0.034  0.775+0.028  0.847+0.021 0.89940.016  0.909+0.033  0.90440.023  0.904+0.036  0.907+0.023  0.937+0.006
ASD | 1.454+0.364 1.342+0.344  1.335+0.313  1.397+0.311 0.879+0.225  0.923+0.233  0.804+£0.218  0.931+0.314  0.688+0.199  0.744+0.194  0.682+0.197
Hausdorff | 10.245+3.779  11.556+£3.929 9.9874+4.201 9.294+2.326  6.942+0.309  6.125+0.191 7.021+£0.065 6.8784+0.254 6.422+0.453 6.321+0.241 6.322+1.485

tion of CTA images makes lumen edge segmentation chal-
lenging due to blurry boundaries. We address this by using a
Bayesian method [22] to parameterize the LoG module, treat-
ing the LoG kernel as the prior distribution and the module’s
output as the posterior, defined as: p(6|D) = %
where 0 are the LoG module parameters and D is the im-
age. The optimization aims to maximize the Evidence Lower
Bound (ELBO): § = argmax(ELBO). Our overall loss func-
tion combines Dice loss and ELBO loss: . = Dice — ELBO.
We decrease L to maximize the ELBO value. We compared
the LoG module with and without Bayesian parameteriza-
tion in the ablation study. Our results demonstrate that the
Bayesian parameterized LoG module produces more stable
predictions.

3

Since the aorta occupies only a small section of the CTA
image, there is an imbalance between the foreground (aorta)
and the background. To address this, we propose a bal-
anced gate to achieve foreground-background balance, de-

NE o
fined as: T' = gj\,:Bl Z =, where T denotes the foreground-to-
§=177

J

background ratio. In Figure[l] the threshold 4 is determined
statistically by calculating the mean of the foreground-to-
background ratio for the SA. Then, we introduce two coun-
ters, c1 and ca, associated with two queues, (1 and ()3, each
with a capacity of C. When the foreground area occupied
by blood vessels is small, indicated by T" < p and ¢; < C,
we enqueue the input image into ;. Conversely, when the
foreground area is large, indicated by 7' > p and co < C,
we enqueue the input image into (2. Once both ¢; and ¢y
reach the capacity C, we concatenate the 2C' images along
the channel dimension and initiate the regular stream. In our
experiments, we set ;4 = 0.15. This balanced gate ensures
a more balanced ratio between large and small foreground
regions, enhancing the model’s robustness.

Algorithm Description. The overall pipeline follows the
steps below. (1) Input the CTA image into the LoG stream
and calculate the mean of the output from the five layers. (2)
Balance the input data ratio using the balanced gate. When
counters ¢y and co reach C, concatenate the 2C' images along
the channel dimension. (3) The outputs from the regular and
LoG streams are concatenated and fed into a four-layer atrous
spatial pyramid pooling (ASPP) module for further process-
ing. (4) Process the concatenated result using a 3D CNN with
alx 1 x1kernel.

4. EXPERIMENTS

Datasets, network training, and metrics. Two datasets were
used: the first is from [23|], and the second is the Aortic Ves-
sel Tree (AVT) CTA dataset [24]. The training set contains
34 volumes (24 from the first, 10 from the second), and the
testing set has 16 volumes (8 from each). Volumes were re-
sampled using MONATI’s Spacingd function to 0.8 x 0.8 x
0.3 spacing, cropped into 64 x 64 x 64 blocks, and normal-
ized to [0,1]. Data augmentation included RandFlipd and
RandRotate90d (probability 0.1), applied only to training
data. We used the Adam optimizer. The hyperparameters are
set as f1 = 0.8 and B2 = 0.999, while the penalty weight
is set to 1075, The learning rate is 10~*. The model is
trained for 5000 epochs on an NVIDIA RTX 3080 GPU. We
adopted three metrics: Dice coefficient, average surface dis-
tance (ASD), and symmetric Hausdorff distance.

UQ. We assessed uncertainty due to varying boundary
clarity and annotation errors by calculating confidence inter-
vals from ten Bayesian inferences (Figure[2). Blurred bound-
aries led to larger confidence intervals.

Fig. 2. Confidence intervals for aortic predictions based on
boundary clarity variations.

Evaluation results. We compared LoGB-Net with CNN-
based (FPN [25]], U-Net 3D [2], PSPNet [10], nnUNet [26])
and attention-based (Attention-UNet [3]], MISSFormer [27],
Swin-UNETR [15[], TransUNet [28], UNETR [13], UN-
ETR++ [14]) methods. LoGB-Net’s computational cost is
48.88 GFLOPS, modestly above UNETR’s 41.19 GFLOPS
but significantly lower than nnUNet’s 412.65 GFLOPS. Using
the same training and data augmentation for all models, Ta-
ble [T] shows that LoGB-Net outperforms all baselines across
various metrics, particularly achieving approximately 3%
higher Dice coefficient than Swin-UNETR.

As illustrated in Figure [3] while most methods perform
similarly on MA vessels, LoGB-Net outperforms others on
SA vessels, detecting small-radius vessels and producing



Table 2. Quantitative results of the LoGB-Net’s ablation study. L7 ., L5, and L5, represent LoGB-Net without LoG
module, Bayesian optimization, and balanced gate, respectively. £(1), £(2), £(3), £(4), and £(5) represent LoGB-Net with

1,2, 3,4, and 5 LoG layers, respectively.

Metric L, (£(0)) L34, L&ate L(1) L(2) L(3) L(4) L(5) (Ours)
Dice?  0.735+0.033 0.863+0.031 0.896:+0.012 0.85240.033 0.863+0.018 0.872+0.011 0.893+0.033  0.927-0.011
S ASD]  1384+£0.334 081040214 0.801+0.179 129140123 1.226+0.202 0.922+0.244 0.772+£0.202  0.678:0.168
Hausdorff | 827142276 7.993+2.112 7.9094+1.093 8.203+1.903 8.014+1.221 7.027+0.721 6.626+0.121  6.2254+0.957

’ ;* ~ Dicet  0.741£0.022 0.8714+0.033 0.882:£0.021 0.866+0.014  0.865:£0.009 0.877+0.036  0.923+0.003  0.937-0.006
S ASD]  1.39940.123 0.961+0.120 0.933£0.200 1.105+0.239 0.979+0.103 0.933+0.210 0.727+0.121  0.682+0.197
Hausdorff | 833542996 8.220+2.003 8.011+1.898 827742516 8.10042.274 7.965+1.001 7.482+1.112 6.3224+1.485

10201311100

Input FPN  U-Net3D PSPNet nnUNet

Auenuon MISS  Swin.
“UNet_Fomer _UNETR TransUNet UNETR UNETR++ LoGB-Net

Fig. 3. Qualitative results of different methods for one vol-
ume in the testing set (drawn from the first dataset). The top
row displays the 3D segmentation prediction, where selected
slices (S1 to S2) are marked on the ground-truth result.

smoother boundaries. The Bayesian segmentation results
(Figurem) further demonstrate LoGB-Net’s robustness, show-
ing minimal deviation in the Dice metric (Table[T)).
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Fig. 4. CFD simulation results for the aortic vessel’s velocity,
pressure, and wall shear stress. Each case represents a differ-
ent UQ realization.

CFD simulation. We evaluated segmentation effective-
ness by conducting CFD simulations on nine aorta shapes
sampled from the posterior distribution. Using vmtk [29]] for
mesh generation and OpenFOAM [30] to solve the Navier-
Stokes equations, Figure [] compares simulation results
among different UQ realizations. Results show significant
flow variations, demonstrating sensitivity to segmented ge-
ometry and underscoring our model’s UQ capability.

Ablation study. An ablation study assessed each com-
ponent’s effectiveness. Table [2] shows that the LoG module,
Bayesian optimization, and balanced gate each contribute to
performance enhancement. Figure [5] presents the qualitative
results of the ablation study.

Ground

Input £(1) £(2) £(3) £(4)  L(5) (Ours)

SA

MA

Fig. 5. Qualitative results of the LoGB-Net’s ablation study.

5. CONCLUSIONS AND FUTURE WORK

We have presented LoGB-Net, a hierarchical, Bayesian-
optimized LoG segmentation model for enhanced aorta seg-
mentation. Combining a regular stream for overall structure
with a LoG stream for local details, LoGB-Net enhances
SA detection, addresses foreground-background imbalance,
and improves robustness by providing the UQ confidence
intervals, outperforming baseline methods as demonstrated
in experiments. The hierarchical structure and trainable pa-
rameters enable the detection of vessels with significant scale
differences, particularly for SA. We will assess generalizabil-
ity for future work by applying our method to other blood
vessel datasets beyond the aorta.
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