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• Overall visualization quality — 10 pts
• Is the pot brown? — 5 pts
• Is the trunk silver? — 5 pts
• Are the leaves golden? — 5 ptsSc
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Code Scripts • Rendering & colormap correctness — 5 pts
• CodeBERT script similarity — 5 pts (code agents only)

Final Evaluation Score
— 40 pts (MCP agents) / 45 pts (code agents)

ParaView State

Code Scripts
(code agents only)

• Execution time efficiency — 5 pts
• LLM token/cost efficiency — 5 pts

…
More metrics?

Figure 1: An example case of evaluating SciVis agents on the Bonsai dataset. Agents perform volume visualization and adjust
the transfer function to achieve the target “A potted tree with a brown pot, silver branches, and golden leaves.” The evaluation
combines: (1) a multi-modal LLM judge for visualization quality, (2) hard-coded verifiers for correctness of visualization primitives
and techniques, and (3) token usage and execution time for system performance. We advocate for incorporating multifaceted
metrics and developing a systematic benchmark for SciVis agent evaluation.

ABSTRACT

Recent advances in multi-modal large language models (MLLMs)
have enabled increasingly sophisticated autonomous visualization
agents capable of translating user intentions into data visualizations.
However, measuring progress and comparing different agents re-
mains challenging, particularly in scientific visualization (SciVis),
due to the absence of comprehensive, large-scale benchmarks for
evaluating real-world capabilities. This position paper examines
the various types of evaluation required for SciVis agents, outlines
the associated challenges, provides a simple proof-of-concept eval-
uation example, and discusses how evaluation benchmarks can fa-
cilitate agent self-improvement. We advocate for a broader collabo-
ration to develop a SciVis agentic evaluation benchmark that would
not only assess existing capabilities but also drive innovation and
stimulate future development in the field.

Index Terms: LLM, SciVis agent, tool use, evaluation.

1 INTRODUCTION

Many breakthrough advances in machine learning (ML) and artifi-
cial intelligence (AI) began with the establishment of comprehen-
sive and challenging benchmarks, such as ImageNet [8], that cat-
alyzed the deep learning revolution. These benchmarks not only
provide standardized methods to evaluate and compare different
techniques but also push the boundaries of what is possible with ex-
isting technology and tools. The recent emergence of multi-modal
large language models (MLLMs) has enabled a new generation of
autonomous visualization agents capable of translating natural lan-
guage instructions into complex scientific visualization (SciVis) re-
sults [25, 28, 1]. However, evaluating these agents presents a funda-
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mental challenge: while SciVis often involves exploratory analysis
with emergent insights, meaningful benchmarking requires repro-
ducible tasks with measurable outcomes. This evaluation gap is
becoming critical as visualization agents transition from research
prototypes to practical tools that scientists and engineers use.

Building on the broader taxonomy proposed by Dhanoa et al. [9],
we adopt a more focused, practical definition for evaluation pur-
poses. We define a SciVis agent as: an AI system that inter-
prets human users’ natural language intent, autonomously interacts
with the SciVis pipeline to produce visualizations that meet user-
specified analysis goals. This definition deliberately constrains the
scope to enable concrete, reproducible evaluation while capturing
the essential capabilities these agents must possess. Importantly,
we focus on fully autonomous execution scenarios where agents
must complete tasks without additional human intervention beyond
the initial instruction, allowing for consistent and repeatable bench-
marking. Current evaluation approaches for visualization agents
are inadequate for SciVis tasks. Existing benchmarks focus pri-
marily on simple plotting tasks [7, 35, 12] or general data sci-
ence workflows [17, 14], failing to address the unique complex-
ity of SciVis pipelines. Unlike basic plotting, SciVis workflows
require sophisticated data transformations, diverse rendering tech-
niques, multi-dimensional parameter mappings, and careful view
selections, all of which must be applied in precise sequences to
produce meaningful scientific insights. Despite the limitations, the
existing benchmark already reveals fundamental gaps in current
agent capabilities, from difficulties in visual perception of visual
outputs [15, 19] to the fragility of tool-use mechanisms that under-
pin LLM agents [36, 31]. The absence of comprehensive evaluation
frameworks not only hinders progress in the field but also makes it
impossible to reliably deploy these agents in critical scientific appli-
cations where accuracy and reproducibility are paramount [20, 18].

This position paper advocates for a fundamental shift in how
we approach SciVis agent development: evaluation must become
the primary design driver, not merely a validation afterthought.
We aim to catalyze broad collaboration in establishing evalua-
tion standards that will transform SciVis agents from experimen-
tal tools into reliable scientific instruments. In this position paper,
we call for a more comprehensive evaluation benchmark that ad-



dresses multiple dimensions: task complexity (from simple param-
eter adjustment to complex multi-step pipelines), domain coverage
(from experimental data to computational simulation), and evalua-
tion methodology (from output quality to process efficiency). Fur-
thermore, we envision how such benchmarks can enable agent self-
improvement through automated feedback loops, potentially lead-
ing to autonomous agent self-improvement [16].

2 RELATED WORK

The evaluation of AI agents has become increasingly important,
with different needs for domain-specific systems (e.g., visualiza-
tion) versus general-purpose agents. We organize prior work into
(1) visualization/HCI-focused evaluations and (2) general agent
benchmarks, and highlight gaps that motivate a SciVis-specific
evaluation-centric approach.

2.1 Visualization and HCI Agent Evaluation

Visualization-specific benchmarks and agents. Recent bench-
marks show that LLMs are able to perceive basic charts but
still struggle with core visualization tasks: VisEval [7] demon-
strates failures in chart readability and generation, Drawing
Pandas [12] exposes code executability issues, and MatPlotA-
gent [35] argues for dedicated evaluation beyond generic code met-
rics. Visualization-focused agentic pipelines have been explored,
from AVA’s perception-driven refinement to code-generating and
tool-using SciVis agents such as ChatVis and ParaView-MCP [26,
28, 25]. Beyond output quality, several works investigate founda-
tional capabilities: visualization literacy, and these evaluations doc-
ument persistent limits in visualization understanding [15, 33, 19].
Together, these limitations indicate the need for evaluation proto-
cols that consider both the result quality and process (e.g., tool-use)
when agents rely on multi-step SciVis pipelines.
Human-AI collaboration. HCI research brings methods for as-
sessing interaction quality and explainability in agentic work-
flows. Magentic-UI emphasizes human-in-the-loop evaluation;
NLI4VolVis demonstrates multi-agent, open-vocabulary interaction
for volumes; and explainability has been shown to improve task per-
formance in human-AI teams [30, 1, 32]. Methodological guidance
for evaluating conversational assistants (e.g., modality effects and
collaboration dynamics) further shows how we can assess agents
that support design and analysis workflows [23, 22].

2.2 General Agent Evaluation Frameworks

Comprehensive agent benchmarks. Broader agent evaluations
provide infrastructure but rarely capture SciVis’s exploratory and
analysis-driven demands. AgentBench and AgentBoard target
multi-turn reasoning and task success; GAIA stresses real-world
complexity; and τ-bench analyzes tool-agent-user interaction and
reveals important consistency drops across trials [27, 6, 29, 36].
Multi-modal and web-task settings (e.g., VisualWebArena) and
large-scale multi-modal understanding (e.g., MMMU) underscore
remaining gaps in expert-level visual reasoning that SciVis agents
must meet [21, 37]. Tool-use studies also surface fragility in API
grounding [31].
Judging, reliability, and reproducibility. “LLM-as-a-judge” cor-
relates reasonably with human preference but has known lim-
its in visual grounding and stability [38, 13, 34]. For SciVis
agents, where small view/encoding changes can be semantically
consequential, this motivates hybrid protocols that combine LLM
judging with engine-state verification. Finally, reproducibility re-
mains a cross-cutting concern in visualization and systems evalu-
ation, reinforcing the need for transparent frameworks and bench-
marks [18, 20], which we propose in this position paper for visual-
ization agents.

3 A TAXONOMY OF SCIVIS AGENT EVALUATION

Building on our definition of SciVis agents and the goal of mak-
ing tangible progress, we propose a practical-focused taxonomy
of evaluation tasks that could help drive future visualization agent
development. This taxonomy serves dual purposes: it establishes
standardized metrics for comparing diverse agent architectures and
provides actionable feedback for agent improvement. We organize
evaluation tasks into two primary categories: outcome-based and
process-based.

Outcome-Based Evaluation Process-Based Evaluation
Assessment Scope

Input (data/specifications) Output

Agents as Black Boxes

Any Tools

Any Architectures

CodeGen Direct Control Open-Ended

ParaView napari VMD

Assessment Scope

Agent Actions Decision Rationale

Task Complexity

Proficiency

Choice of Tools

• Single-step: atomic, verifiable operations
• Multi-step: built from single-step tasks, 

evaluating autonomous decision-making

• Minimizes steps to reach the goal
• Stays focused without unrelated operations
• Multiple metrics for reliable assessment

• Appropriate tool selection for the task
• Manipulation skill and understanding of 

tool strengths and limitations

Figure 2: Taxonomy of SciVis agent evaluation, organized into two
perspectives: outcome-based evaluation assessing the relationship
between input specifications and final outputs while treating agents
as black boxes, and process-based evaluation analyzing the agent’s
action path, decision rationale, and intermediate behaviors.

3.1 Outcome-Based Evaluation
Outcome-based evaluation focuses exclusively on the relationship
between input data/specifications and final outputs, treating the
agent as a black box. This approach is essential for ensuring broad
applicability across heterogeneous agent architectures, from those
that generate executable code [28] to those that directly manipulate
tool interfaces [25] or more intelligent systems (yet to be devel-
oped) that autonomously select their approach based on task re-
quirements. By abstracting away implementation details, outcome-
based metrics enable direct comparison between fundamentally dif-
ferent agent designs while maintaining focus on what ultimately
matters: the quality and correctness of the visualization output.
With visualization problems, one crucial challenge can arise from
non-unique outcomes, i.e., different visualization results that reveal
the same insights, which creates ambiguity for outcome-based eval-
uation. To make the agent solution specific, we can increase the
constraint and condition to narrow the solution. Alternatively, we
can focus on shorter, more focused tasks with no branching possi-
bilities, or start from a predetermined intermediate result.

3.2 Process-Based Evaluation
Process-based evaluation examines the agent’s actions and the ra-
tionale, providing insights into how solutions are achieved rather
than merely what is produced. This granular analysis is particularly
valuable for identifying failure modes, understanding generaliza-
tion capabilities, and guiding iterative refinement of agent architec-
tures. Process-based evaluation comes with added complexity. We
formulate the following subcategories with the following focus.
Task complexity naturally divides process-based evaluations, i.e.,
single-step vs. multi-step tasks. Single-step tasks evaluate atomic
operations such as loading a dataset and applying a specific fil-
ter. Multi-step tasks consist of interdependent single-step tasks
spanning dozens or even hundreds of steps, potentially involving
backtracking and iterative refinement. While multi-step tasks allow
diverse exploration trajectories, each constituent single-step task



should remain verifiable and consistent in its objectives, e.g., ex-
emplified by the VeriGUI dataset [24].
Choice of tools represents another critical dimension for the visual-
ization pipeline, as SciVis encompasses a broad ecosystem of spe-
cialized software/packages. Evaluation can be divided based on tar-
geted tools such as ParaView for general SciVis, napari for biomed-
ical imaging, VMD for molecular dynamics, etc. Advanced agents
might demonstrate meta-capabilities by autonomously selecting the
most appropriate tool for a given task, requiring not only the ability
to manipulate and use different tools but also an understanding of
each tool’s strengths and limitations.
Proficiency is another important dimension for process evaluation.
Does the agent use more steps than strictly required? Does it do
unrelated tasks concerning the stated goals while stumbling upon
the correct solution? Regarding practical measurement, we can rely
indirectly on token usage and time or step length.

4 EFFECTIVENESS OF AGENT EVALUATION

Even the most comprehensive benchmark would be useless if the
evaluations are not trustworthy, i.e., failing to reflect a given agent’s
full capabilities and shortcomings accurately. Effectiveness of the
evaluation can be examined through three complementary lenses:
accuracy, which concerns the reliability of individual evaluation
results; coverage, which indicate how much of the potential real-
world usage scenarios are covered by the benchmark; and cost-
effectiveness, which convey the need to strike a balance between
the amount of computational and human efforts and achieving good
accuracy and coverage.
Accuracy requires reducing uncertainty and ensuring robust evalu-
ation signals. One viable approach for assessing visualization qual-
ity is to use MLLM judges, which have shown strong alignment
with human preference [38, 13]. However, recent studies [34, 4] re-
veal that these models still face notable limitations in visual percep-
tion and grounding despite their promise. They may overlook sub-
tle visual encodings, misinterpret spatial relationships, or conflate
stylistic variation with semantic differences, and their judgments
can drift with prompt phrasing or image presentation order. For
greater reliability, automated verification against the visualization
engine’s internal state can be used (process-based evaluation). For
example, a case-specific Python script can confirm that a ParaView
isosurface has been generated at the correct value and colored ap-
propriately. Quantitative checks can be added for code-generating
agents such as ChatVis by comparing generated scripts with gold-
standard reference scripts and validating their execution outcomes.
Human evaluation, though costly, may still be needed for ambigu-
ous or high-stakes cases.
Coverage concerns whether the evaluation spans the full range of
SciVis tasks and interaction patterns. Test design should begin
with representative user intents mapped to diverse techniques (e.g.,
volume rendering, streamline tracing, isosurface extraction). An
outcome-based evaluation specifies only the dataset and task de-
scription, without constraining how agents achieve the goal. This
allows fair evaluation of agents with varying capabilities, whether
they generate code to interact with the visualization engine or di-
rectly invoke high-level tools. Ensuring evaluation coverage ben-
efits from both top-down alignment with a taxonomy of visualiza-
tion tasks and bottom-up analysis of which visualization primitives,
techniques, and interaction modalities are exercised. This dual per-
spective helps identify gaps and keeps the benchmark representative
of real-world use cases.
Cost-effectiveness addresses two key practical constraints in
SciVis agent evaluation. First, defining ground truth for exploratory
SciVis tasks is inherently challenging: unlike deterministic opera-
tions, these tasks often allow multiple equally valid visualizations,
viewpoints, or parameter settings. This ambiguity complicates the
creation of automated verifiers and can require costly human judg-

ment to establish fair scoring criteria. Second, running compre-
hensive evaluations—spanning diverse datasets, visualization tech-
niques, and agent configurations—demands substantial computa-
tional resources. The need to repeatedly launch visualization en-
gines, process large scientific datasets, and execute complex visu-
alization pipelines can lead to prohibitive runtime and monetary
costs. Benchmarks must strike a balance, delivering actionable
and representative evaluation while minimizing overhead to sup-
port rapid, iterative development cycles.

5 AN EXAMPLE FOR SCIVIS AGENT EVALUATION

To ground the discussion in a concrete setting, we outline an exam-
ple benchmark for SciVis agents. The aim is to show how outcome
quality, process verification, and system efficiency can be combined
into a unified evaluation protocol.

5.1 Framework Design

We present this setup as an illustrative example of how one might
design an evaluation protocol for SciVis agents, aligned with the
taxonomy in Section 3. Tasks are decomposed into smaller, control-
lable checkpoints to pinpoint points of failure, and agents operate in
a controlled sandbox via either model context protocol (MCP) [2]
or direct code execution.

For outcome quality, the focus is on whether the final visual-
ization meets the intended goals in terms of accuracy, semantic
correctness, and interpretability. Factors such as colormap selec-
tion, viewpoint, and use of appropriate visualization primitives are
assessed. We employ instruction-tuned multi-modal LLM judges
aligned with human preferences in our implementation. These
models are prompted with domain-specific evaluation criteria, the
ground-truth visualization, and the agent’s output, then asked to as-
sign quality scores.

For process verification, the emphasis is on whether the agent’s
intermediate actions and applied techniques satisfy explicit task re-
quirements. This includes verifying the correct use of visualization
primitives (e.g., isosurfaces) and techniques (e.g., volume render-
ing) via case-specific hard-coded verifiers that inspect the visualiza-
tion engine’s internal state. For code-generating agents, additional
checks compare the generated scripts to gold-standard references
and validate their execution outcomes.

For system efficiency, we track runtime, token usage, and mone-
tary cost for each run. These measures complement accuracy-based
metrics, providing insight into scalability, cost-effectiveness, and
the real-world deployability of agentic visualization systems.

5.2 Illustrative Case Study: Bonsai Volume Rendering

As a concrete illustration of the proposed SciVis agent evaluation
framework, we consider a volume rendering task on the Bonsai
dataset using ParaView as the visualization pipeline. Two agents are
evaluated: ChatVis [28], which generates Python scripts to interact
with ParaView’s native APIs, and ParaView-MCP [25], which op-
erates through an MCP server, a higher level of abstraction over the
raw APIs. In this example, both agents use models from the GPT
series, i.e., GPT-5, GPT-4.1, and GPT-4o, as their backbone LLM.
Each experiment is repeated 10 times for statistical robustness. The
agents are instructed to load the Bonsai dataset with given parame-
ters, perform volume rendering, and adjust the transfer function to
achieve the target visualization: “A potted tree with a brown pot,
silver branches, and golden leaves.” The resulting ParaView state
is saved for subsequent evaluation.

Upon task completion, overall visualization quality is assessed
using an instruction-tuned multi-modal LLM judge (e.g., GPT-
4o), presented with both the ground-truth images and the agent-
generated results. The judge evaluates outputs against explicit cri-
teria: whether the overall goal is met, whether the pot is brown, the



branches are silver, and the leaves are gold. These scores form part
of the final evaluation metric.

To enhance robustness of the assessment, the LLM-based evalu-
ation is supplemented with hard-coded verification scripts executed
via pvpython. The saved ParaView state is reloaded to confirm
the correct volume rendering configuration and accurate colormap
settings. For code-generating agents such as ChatVis, we addi-
tionally compute the CodeBERT-based [11] similarity between the
generated and gold-standard reference scripts. While these case-
specific checks substantially improve reliability, they require addi-
tional manual effort to design and maintain. Performance metrics,
including token usage, monetary cost, and task completion time, are
recorded as they directly reflect user-perceived latency and the prac-
tical feasibility of deploying such agents. Each metric is assigned a
point value, and the sum of these points constitutes the final evalua-
tion score (see Figure 1). Table 1 shows that while the MCP-based
agent delivers stable, high-quality results, its reliance on complex
toolchains leads to high latency, limiting real-world deployment. In
contrast, ChatVis—lacking vision capabilities and generating code
on the fly—typically completes tasks more quickly but incurs in-
creased token usage and reduced visualization quality.

While the results focus on GPT series models, we also evaluated
other model families such as Claude, LLaMA, and Qwen, and ob-
served significant variation in SciVis task performance across mod-
els. When paired with highly abstracted tool environments like
ParaView-MCP, smaller language models (SLMs) often achieve
comparable visualization quality with lower latency and reduced
cost. In such settings, strong reasoning ability is less critical, allow-
ing SLMs to complete visualization tasks effectively [3]. However,
the advanced visual understanding capabilities of larger models like
GPT-5 indeed lead to improved visualization outcomes. Given the
absence of a systematic evaluation protocol for SciVis agents, we
advocate for creating a comprehensive benchmark to guide future
research and development.

Table 1: Evaluation results of two SciVis agents on the Bonsai task
using models from the GPT-series as a backbone. Each experiment
is repeated 10 times. The mean and variance of token usage and
time cost are reported, along with the best SciVis evaluation score for
each setting. SR denotes the success rate. Results were obtained
on Sep 17, 2025 using the OpenAI API.

agent model I/O tokens avg cost time (s) SR score
MCP-based GPT-5 220 ± 0 / 838 ± 203 $0.0087 301.7 ± 32.3 10/10 27/40
ChatVis GPT-5 2430 ± 847 / 2994 ± 956 $0.0330 158.9 ± 29.9 10/10 25/45
MCP-based GPT-4.1 220 ± 0 / 1460 ± 210 $0.0121 49.3 ± 8.0 10/10 21/40
ChatVis GPT-4.1 638 ± 555 / 1217 ± 530 $0.0110 24.0 ± 5.7 10/10 23/45
MCP-based GPT-4o 220 ± 0 / 908 ± 109 $0.0239 41.7 ± 14.2 10/10 23/40
ChatVis GPT-4o 1945 ± 753 / 1909 ± 672 $0.0240 38.4 ± 9.4 7/10 24/45

6 EVALUATION-DRIVEN AGENT DESIGN

Developing SciVis agents requires integrating numerous tools and
libraries, each demanding substantial engineering effort for LLM-
based control. Rather than tackling this complexity through tra-
ditional development, where evaluation follows implementation,
we propose inverting this relationship: comprehensive evaluation
benchmarks can drive the entire agent design process.

Drawing inspiration from test-driven development, evaluation-
driven design uses benchmarks as both specification and scaffold
for incremental agent development. Developers can build capabili-
ties progressively, validating single-step operations before advanc-
ing to complex multi-step workflows, transforming an overwhelm-
ing engineering challenge into manageable iterations. Each evalu-
ation target provides concrete guidance, accelerating development
while ensuring robust functionality. Recent work on self-evolving
AI agents [10], with meta agents for automated agent design [16] as
a representative approach, has demonstrated the viability of a simi-
lar approach. Process-based evaluations identify specific reasoning
failures and inefficient tool selections, while outcome-based evalu-

ations provide clear optimization targets. Meta-agents can analyze
these results to modify code or prompts automatically.

The relationship between evaluation and agent development is
symbiotic, as agents grow more capable, benchmarks expand to
challenge new abilities. Moreover, when evaluations become more
comprehensive, they reveal hidden failure modes and guide prac-
tical improvements. This co-evolution ensures benchmarks re-
main relevant while agents develop robust, generalizable capabili-
ties rather than overfitting to artificial metrics. Effective evaluation-
driven design requires benchmarks that provide granular, action-
able feedback rather than binary success/failure signals. They must
span from deterministic single-step operations to open-ended ex-
ploratory tasks, and execute efficiently to enable rapid iteration cy-
cles. The extensive evaluation suite we advocate for thus serves not
merely as a measurement instrument but as a development acceler-
ator, fundamentally transforming how we construct SciVis agents.
By making evaluation the primary driver rather than a validation
afterthought, we can build more capable and reliable systems while
significantly reducing development time and effort.

7 CONCLUDING REMARKS

While our outlined evaluation framework provides a structured path
toward evaluating and improving SciVis agents, we acknowledge
important limitations. By restricting evaluation to fully autonomous
scenarios without human interaction beyond initial input, we ex-
clude the critical domain of human-AI collaboration. Evaluating
human-AI interaction—with its variability in user expertise and
communication styles—represents a distinct research area beyond
our current scope. However, simulated multi-turn evaluation ap-
proaches [27] offer promising directions for capturing some inter-
active dynamics without direct evaluation with human users.

The deployment of autonomous visualization agents also raises
critical safety considerations that our framework must address.
Agents with direct access to tools and code execution could poten-
tially corrupt data and consume excessive computational resources.
We advocate for sandboxed evaluation environments that isolate
agent execution from production systems, similar to approaches
used in general agent benchmarks [5, 39]. Furthermore, evaluation-
driven self-evolving agents present unique risks—automated refine-
ment loops could amplify harmful behaviors or exploit evaluation
metrics in unintended ways. These safety concerns necessitate care-
ful monitoring, bounded optimization objectives, and human over-
sight checkpoints even in autonomous evaluation scenarios, ensur-
ing that the pursuit of improved benchmark performance aligns
with safe and reliable scientific practice.

Creating comprehensive evaluation benchmarks for SciVis
agents exceeds the capacity of any single research group. The di-
versity of scientific domains, visualization tools, and use cases de-
mands broad collaboration between visualization researchers, do-
main scientists, AI practitioners, and tool developers. This position
paper serves as an open invitation for collaboration on building
this evaluation benchmark as a community. Such partnerships
would ensure benchmarks reflect genuine scientific needs rather
than artificial constructs, while distributing the substantial effort re-
quired to create, validate, and maintain evaluation suites. The eval-
uation suites can and should be extended or expanded as overall ob-
jectives evolve with new advancements. Future directions include
evaluation of collaborative multi-agent systems where specialized
agents coordinate on complex visualization tasks, assessment of
integration of domain-specific knowledge into evaluation metrics
for more nuanced judgment of scientific insights, and development
of benchmarks for creative visualization approaches beyond estab-
lished techniques. Establishing rigorous evaluation frameworks to-
day lays the foundation for SciVis agents that genuinely augment
human scientific inquiry, transforming how researchers explore and
understand complex data.
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